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Signal processing methods for neutron detection with a diamond detector at 
cryogenic temperatures 

 

 

Abstract 

Next generation of accelerator and fusion research facilities, such as DONES, will require 

detectors that can operate reliably under extreme conditions, in particular, at cryogenic 

temperatures and at very high radiation fluences. Diamond based detectors have the potential to 

satisfy these requirements plus have the added benefit of being intrinsically sensitive to neutron 

radiation. This work presents a methodology for testing the performance of diamond detectors in 

such an environment. All components of the signal processing chain were analytically and 

experimentally examined to produce an optimized apparatus which then was used to systematically 

evaluate the charge collection efficiency from room temperature down to 46 K. A drastic drop in 

the charge collection efficiency has been observed at low temperature for H, He, Li, C ions, and 

neutrons, while less severe for γ-rays. The mechanism behind this observation were investigated 

and attributed to the density of the generated charge carriers and the generation/evaporation of 

excitons. Furthermore, a database of current profiles resulting from the interaction of various types 

of radiation with the diamond detector was built up and benchmarked. From this information pulse 

shape discrimination algorithms were developed and evaluated. This work contributes to the 

development of micro loss monitors based on diamond detectors.  

 

 

Keywords: scCVD diamond, cryogenic temperatures, ionizing radiation, IBIC, TCT, neutron 
detection, pulse shape discrimination 
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Metode obrade signala za detekciju neutrona pomoću dijamantnog detektora 

na kriogenim temperaturama 
 

 

Sažetak 

Sljedeća generacija akceleratora i istraživačkih postrojenja za fuziju, poput DONES-a, 

zahtijevat će detektore koji mogu pouzdano raditi u ekstremnim uvjetima, posebno pri kriogenskim 

temperaturama i vrlo visokim intenzitetima zračenja. Detektori na bazi dijamanta imaju potencijal 

zadovoljiti te zahtjeve i imaju dodatnu prednost što su intrinzično osjetljivi na neutronsko zračenje. 

Ovaj rad predstavlja metodologiju testiranja performanse dijamantnih detektora u takvom 

okruženju. Svi dijelovi lanca obrade signala analitički i eksperimentalno su ispitani kako bi se 

proizvela optimizirana aparatura koja je zatim korištena za sistematsku evaluaciju učinkovitosti 

prikupljanja naboja od sobne temperature do 47 K. Drastičan pad u učinkovitosti prikupljanja 

naboja uočen je pri niskim temperaturama za H, He, Li, C ione i neutrone, dok je manje izražen za 

γ-zrake. Mehanizmi iza ove pojave su istražena i povezana s gustoćom generiranih nositelja naboja 

i generacijom/isparavanjem ekcitona. Nadalje, prikupljena je baza podataka o profilima struje 

nastale uslijed interakcije različitih vrsta zračenja s dijamantnim detektorom na bazi dijamanta te 

je napravljena usporedba s osnovnim pokazateljem. Na temelju te informacije, razvijeni su i 

evaluirani algoritmi za diskriminaciju na bazi oblika impulsa. Ovaj rad doprinosi razvoju monitora 

mikro-gubitaka temeljenih na dijamantnim detektorima. 

 

 

Ključne riječi: scCVD dijamant, kriogenske temperature, ionizirajuće zračenje, IBIC, TCT, 

detekcija neutrona, diskriminacija oblika pulsa 
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1 INTRODUCTION 

In the past decade there have been many significant advances in fusion research, most notably 

with the construction commencement of the International Thermonuclear Experimental Reactor 

(ITER). Outlined in [1], ITER is a key facility in the European roadmap towards fusion electricity 

and a stepping stone towards the Demonstration power plant (DEMO). However, the step between 

ITER and DEMO is quite large with many issues still unresolved. One of these issues is the effects 

of neutrons generated by fusion on materials in the immediate surrounding of the reactor core. To 

study this issue in more detail, a dedicated International Fusion Material Irradiation Facility – 

DEMO Oriented Neutron Source (IFMIF – DONES) is being planned to produce a similar neutron 

environment as expected in DEMO to enable research of materials suitable for extreme 

environments in it.  The DONES design is based on a superconductive accelerator which will 

accelerate deuterium ions to 40 MeV of energy with a beam current of 125 mA onto a liquid lithium 

target to produce a neutron fluence of 1018 n/m2/s [2]. Due to the high beam power (5 MW), the 

importance and requirements of the beam diagnostic systems become crucial for the operation of 

the accelerator and personnel safety.  

Micro-loss (µ-loss) monitors (μLoM) or micro beam loss monitors (μBLM) are part of this 

diagnostic system and are required to trigger the Machine Protection System in case of beam loss. 

μBLM should be able to monitor beam losses down to the levels of 1 W/m (or 10-6 of the total 

beam power) and should be also used for the fine tuning of the accelerator beam optics parameters 

during normal operation [3], [4]. To satisfy these requirements, the detector must be mounted as 

close as possible to the beam, placing additional requirements on the detector [5]: 

• High radiation tolerance 

• Stability at cryogenic temperatures (4.5 K) 

• Fast response time 

• High sensitivity to neutrons and lower sensitivity to γ-rays 

Radiation detectors based on single crystal diamonds fulfill all these requirements due to their 

size, physical and electrical properties, much better than conventionally used scintillators that 

would be unsuitable for such harsh operating conditions. Gamma radiation is detected through 

three interaction mechanisms: Photoelectric absorption, Compton scattering and Pair production. 

Out of these three interaction methods, photoelectric absorption and Compton scattering are the 

most probable for lower energy γ-rays. The probability of the photoelectric effect scales with Z3-4 



2 

and linearly with Z for Compton scattering and its sensitivity is proportional to the Z number of 

the element. Therefore, diamond (carbon) is the least sensitive solid-state detector to gamma 

radiation. Low Z materials have also the additional benefit to be more radiation resistant to high 

energy particles because nuclear fragments are light and cause a small amount of non-ionizing 

energy loss inside the material [6], [7]. Further radiation hardness comes from the high 

displacement energy required to move a carbon atom out of its lattice position, decreasing the 

number of vacancies created and therefore creating less traps for charge carriers. Due to these 

properties, the European Organization for Nuclear Research (CERN) created a dedicated research 

group (RD42) to investigate diamond-based detectors for future large hadron colliders [8]–[11]. 

To achieve fast response times in the detector and thus enable high counting rate, it is also desirable 

to have the charge carrier velocity as large as possible, for which diamond is also among the most 

suitable materials. This is further enhanced by the possibility to increase the electric field across 

the diamond device until the charge carrier velocities reach saturation. The large dielectric strength 

of diamond allows for very large bias voltages to be applied without causing breakdown. At these 

high bias levels, the leakage current through the device is still in the order of pico- to nanoamps 

due to the low intrinsic resistance of diamond. This low leakage current results in very low noise 

from the detector [12]. Taking advantage of this low detector noise requires an optimized signal 

processing chain with particular emphasis on the front-end electronics and digital signal processing 

techniques.  

In spite of the above noted superior characteristics of diamond radiation detectors, there is still 

very limited knowledge about its operation at low temperatures, in particular for the detection of 

neutrons. Therefore, this work was performed to test the hypothesis that a diamond-based detector 

can be successfully used as a neutron detector at cryogenic temperatures as well. To prove this 

hypothesis, the performance of a diamond-based detector collecting signals from neutrons at 

cryogenic temperatures had to be evaluated. Following this, a method had to be developed that 

could discriminate the neutron signal from other types of radiation, since μLoM are envisioned to 

operate in a mixed radiation environment. However, to develop a successful discrimination 

method, the performance of the diamond detector to other expected types of radiation had to also 

be evaluated. 

In this work, two ion beam analysis techniques, namely IBIC (Ion Beam Induced Charge) and 

TCT (Transient Current Technique), were employed to study the response of a diamond detector 
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to various radiation fields over a large temperature range to evaluate its performance as a potential 

μLoM. Each of the ion beam techniques used specific signal processing chains, each of which was 

optimized to introduce the least amount of noise into the measurements. Data was collected from 

experiments conducted with the use of particle accelerators and neutron generators in the 

temperature range from 46 K to 295 K using, for this to work, a purpose-built test apparatus. The 

results of the measurements were analyzed and insight into the charge collection efficiency as a 

function of temperature and parameters affecting it are presented. Furthermore, the acquired signals 

from the detector were benchmarked and compared to theoretically expected signal shapes to 

facilitate with the process of creating a pulse shape discrimination technique to separate neutron 

from γ-ray radiation. The developed discrimination techniques were applied offline to the datasets 

collected during the experiments and their performance evaluated. 

The structure of this work is as follows: section 2 discusses the interaction of ionizing and 

nonionizing radiation (neutrons) with matter and the various types of reaction that are possible with 

a specific emphasis on diamond. Section 3 expands this discussion by outlining how the 

interactions of radiation with a diamond lattice can be used to create a detector and also presents 

phenomenon which influence the performance of the detector. Section 0 is devoted to the signal 

processing chain required to properly acquire and process the information in the pulse from the 

detector. Section 5 provides an overview of discrimination techniques that are applied to the 

processed pulses from the detector in order to separate neutron and γ-ray events. Section 6 presents 

the apparatus built for the purpose of studying the performance of a diamond detector at cryogenic 

temperatures. Additionally, Monte Carlo based simulations which were used to set the 

experimental parameters are also presented along with the final signal processing chains used to 

acquire the experimental data. Section 7 outlines the steps taken to analyze the data obtained during 

the experiments. While in latter part of section 7, conclusions based on this data are presented and 

discussed. Two methods for pulse shape discrimination are also presented in this section and their 

performance evaluate.  
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2 INTERACTION OF RADIATION WITH MATTER 

In order to understand how a single crystal diamond can be used as a radiation detector, it is 

important to understand how radiation interacts with matter. The interaction mechanism of 

radiation with the detector depends on the type of radiation, more specifically, is the radiation in 

the form of charged particles (ions, electrons), neutral particles (neutrons) or photons. Charged 

particles and photons lose energy predominantly through Coulomb interactions with the atoms and 

nuclei of the detector material and therefore can be detected directly. While neutral particles first 

must transfer part of their energy to charged particles inside the detector volume through collisions 

or nuclear reactions which can then be detected. The amount of energy a particle loses in matter 

can be quantified by means of macroscopic and microscopic interaction probabilities. Macroscopic 

probability of interaction for photons is usually defined as the linear attenuation coefficient which 

describes the interaction probability per unit path length. For charged particles this probability is 

described by the amount of energy lsost per unit path length. Microscopic probabilities for all 

radiation types, called cross sections, are defined as the effective cross-sectional area of the matter 

to the incident radiation for a given interaction mechanism and is usually presented in Barn units, 

1 barn is equal to 10-28 m2 [13]. 

2.1 Charged Particles 

Fast charged particles (e.g. ions, electrons) interact with the detector material predominantly 

through the Coulomb force with atomic electrons of the detector material. In the case of ions, the 

energy transfer from the impeding ion to electrons in the material is small, therefore many 

collisions are required before the ion loses all of its energy resulting in a trail of ionization along 

its trajectory [14]. For heavy charged particles this mean energy loss, or stopping power, is 

described by the Bethe equation or more generally by the Bethe-Bloch equation and is valid over 

a larger energy range. The Bethe-Bloch equation with the low energy correction is presented below 

in equation 2.1: 

 

−
𝑑𝐸
𝑑𝑥

=
4𝜋𝑒!𝑧"

𝑚#𝑣"
𝑁𝑍 .ln 1

2𝑚#𝑣"

𝐼
4 − ln 11 −

𝑣"

𝑐"
4 −

𝑣"

𝑐"
7 (2.1) 
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where v is the velocity and z is the charge of the primary particle, N is the number density, Z is the 

atomic number and I is the average ionization energy of the detector material, mo is the electron 

rest mass and e is the electron charge. Note that for nonrelativistic particles where v << c, the last 

two term of the equation can be discarded [15]. From the Bethe-Bloch equation 2.1, it can be 

concluded that the energy loss is inversely proportional to the impeding ion velocity. Therefore, 

most of the ion energy is deposited at the end of its trajectory inside the detector resulting in a 

Bragg peak after which there is no more ionization. This phenomenon is illustrated in Figure 2.1 

for 5.5 MeV alpha particles in diamond using the Stopping and Range of Ions in Matter simulation 

software (SRIM) which calculates the ionization profile using the Monte Carlo technique [16]. The 

width of the Bragg peak is a result of energy straggling which is caused by the energy loss being a 

statistical or stochastic process where not all particles transverse the same path in the material.  

 

 

Figure 2.1 - Ionization profile of 5.5 MeV alpha particles in diamond. 

 

The above equation is only valid for heavy ions and must be modified for lighter particles such 

as electrons. Fast electrons lose a larger fraction of their energy with each collision and have larger 

deviation in their trajectories due to their mass being equal to the electrons in the material. 

Additionally, electrons lose a significant portion of their energy through radiative process along 

with coulomb interactions. Radiative process such as bremsstrahlung is emitted when any charged 

particle decelerates. The amount of energy loss through bremsstrahlung depends greatly on the Z 

number of the detector material and increases as the size of the atoms in the detector material 

increase [17]. 
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2.2 Photons 

High energy photons, such as the those created by nuclear reactions (γ-rays), atomic inner 

shell ionization (x-rays) and electron bremsstrahlung, transfer their energy to the detector material 

predominantly through three mechanisms: photoelectric effect, Compton scattering and pair 

production. The energy transfer can be partial or complete and greatly depends on the energy of 

the incoming photon. The photoelectric effect dominates for lower photon energies, where the 

photon energy is completely transferred to a bounded electron which is then ejected from the inner 

atomic shells of an atom. The ionized atom consequently fills this vacancy by capturing a free 

electron or rearranging electrons from other shells. Relocation of electrons from outer shells to the 

K shell results in the emission of an X-ray photon. The atom can also de-excite through the 

emission of an electron from the outer shell. These emitted electrons are called Auger electrons 

[15], [17]. At intermediate photon energies, the Compton effect dominates where the incident 

photon is scattered off an electron, recoiling the electron and resulting in the emission of a lower 

energy photon. Furthermore, if the incident photon energy is more than twice the rest mass energy 

of an electron (1.02 MeV), pair production is possible. Pair production converts the photon energy 

into the creating of an electron-position pair with all the energy above 1.02 MeV transferred equally 

to the kinetic energy of the created particles. Consequently, the positron annihilates with an electron 

resulting in the emission of two 511 keV gamma rays emitted in opposite directions to conserve 

momentum. 

2.3 Neutrons 

Neutrons carry no charge and therefore cannot interact with the detector directly through the 

Coulomb force as is the case for directly ionizing radiation. Neutrons interact almost exclusively 

with atomic nuclei through nuclear interaction that can be observed either as an elastic or nuclear 

reaction. In both cases, recoiled nuclei and nuclear reaction products are directly ionizing radiation 

types and as such can be used to indirectly detect neutrons.  

Neutron capture is one of the most common nuclear reactions that take place when the neutron 

is absorbed by the detector material nucleus to form a compound nucleus. If the compound nucleus 

is left in the ground state, the reaction will be indistinguishable from neutron elastic scattering. In 

elastic scattering, the incident neutron transfers a portion of its energy to the atom (ER), which can 
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be calculated by scattering theory; 𝐸𝑅 =
4𝐴𝐸𝑛
(1+𝐴)2

 where En is the neutron energy and A is the mass 

of the material nucleus. In a diamond detector, a 1 MeV neutron will transfer 0.284 MeV of its 

energy to a carbon atom, which is about 28 % of its energy [18]. However, if the compound nucleus 

is left in an excited state, the scattering is inelastic and a nuclear reaction occurs. Scattering on 

nuclear potential, on the other hand, is always elastic, in which the incident neutron is scattered by 

the nucleus of an atom in the detector [13].  

The probability of the type of reaction is heavily dependent on the incident neutron energy. 

This probability per unit path length is constant for a fixed neutron energy and is expressed in terms 

of cross section in units of the barn. Neutron elastic scattering or nuclear reaction cross sections 

are empirically derived through experiments and generally exhibit resonance behavior. Databases 

of cross sections are available online through the International Atomic Energy Agency’s (IAEA) 

on their Experimental Nuclear Reaction Data (EXFOR) [19] and through the National Nuclear 

Data Center’s (NNDC) Nudat [20]. Interactions are commonly divided into two groups, slow and 

fast neutrons interactions with fast neutrons being anything above 0.5 eV (the cadmium cutoff 

energy) [15]. 

2.3.1 Fast Neutrons 

In general, nuclear reaction cross sections decrease with increasing neutron energy and 

scattering becomes the dominant neutron energy transfer mechanism. Due to the mass of a neutron, 

a significant amount of energy can be transferred in a single collision. These collisions displace 

atoms in the detector which produces a detectable signal. After each collision, neutrons lose energy 

to become slow neutrons in a process known as neutron moderation. Moderation is widely used in 

nuclear reactors to bring the neutron energy down to favorable levels for nuclear reactions. 

However, in some elements, nuclear capture channels open only at higher energy levels allowing 

for nuclear reactions to take place only with fast neutrons. In the context of this paper, we will 

focus on diamond, that is on carbon for which nuclear reactions are only possible for neutrons of 

higher energy. Table 2.1 summarized most common neutron induced nuclear reactions in carbon, 

however many more reactions with carbon exist [21]. 
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Table 2.1 - Neutron induced reaction in carbon. 

Reaction Q-Value [MeV] Eth [MeV] 
13C(n,α)10Be -3.836 4.134 
12C(n,α)9Be -5.702 6.182 
12C(n,n+2α)4He -7.275 7.886 
12C(n,p)12B -12.587 13.645 
12C(n,d)11B -13.732 14.887 

 

The Q value in Table 2.1 depicts the energy required (endothermic) for the reaction while the 

Eth represents the threshold energy at which such a reaction can occur. Using the Q value and a 

kinematic calculator (such as CATKIN [22]), the expected energy of the nuclear reaction products 

can be calculated. Taking the reaction of a neutron with 12C, En – 5.702 = Eα + EBe. As will be later 

demonstrated, this is the key principle in detection of neutrons based on secondary products [23]. 

The reaction threshold energy (Eth) can be observed for the 12C(n,α)9Be reaction in cross section 

data as illustrated by the grey line in Figure 2.2. The figure additionally contains the total, elastic, 

inelastic and (n,α) reaction cross section information for 12C in barns for incident neutrons in the 

energy range of 0.5 < En < 20 MeV. As can be observed from the figure, the alpha channel (grey 

line) opens at 6.182 MeV and peaks below 10 MeV.  

 

 

Figure 2.2 - Neutron cross section for 12C [19]. 
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2.3.2 Slow Neutrons 

In contrast to fast neutrons, very little energy is transferred by slow neutrons through elastic 

scattering, and they do not displace the atoms in the material by a detectable amount. These 

collisions eventually bring the neutron into thermal equilibrium with the material, which at room 

temperature is 0.025 eV. As depicted in Table 2.1, slow neutrons are not directly detectable with a 

diamond detector because their energy is lower than the threshold energy for required for nuclear 

reactions with C, and therefore a converter layer must be introduced to detect them. Most 

commonly a thin layer of 6Li or 10B is placed before the diamond detector to convert the neutron 

into other ionizing particles. The associated reactions and Q-values are summarized in Table 2.2, 

along with their cross sections in Figure 2.3. 

 

Table 2.2 - Converter layer reactions for the detection of slow neutrons with a diamond detector. 

Reaction Q-Value [MeV] Product Energy [MeV] 
6Li(n,α)3H 4.79 [24] Eα = 2.06, ET = 2.73 
10B(n,α)7Li 2.792 [25] Eα = 1.47, ET = 0.84 

 

 

Figure 2.3 - Neutron cross section data for 6Li and 10B [19]. 

 

Both reactions release an alpha particle along with an ion which can be detected with the 

diamond detector. As is the case for fast neutrons, the energy of these secondary particles can be 

calculated using the Q-value of the reaction and a kinematics calculator. Additionally, from Figure 
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2.3 it can be observed that the reaction probability (cross section) is an order of magnitude higher 

than for the 12C(n,α)9Be for neutron energies under 1 MeV. Out of the two converters, 6Li is 

preferred even though it has a lower cross section, because of the high Q-values of the reaction. 

This high Q-value means that the reaction products have a larger kinetic energy making them easier 

to detect in the diamond and less sensitive to the converter layer thickness. Typical energies of the 

alpha particle generated from the 10B and 6Li are 1.47 MeV and 2.06 MeV, respectively resulting 

in a penetrating depth of 7.8 µm in B2O3 and 19.5 µm in LiF [26]. 

2.4 Neutron generation 

In order to perform experiments with neutrons, a stable, preferably monoenergetic source of 

neutrons of an appropriate energy are required. In this section, we will briefly outline the most 

common methods of generating neutrons for experiments as it is important to understand the 

reactions involved to correctly interpret spectrum data obtained from the detector. Neutron sources 

are divided into two categories, radioisotope sources and accelerator reaction-based sources. Both 

types of sources release an array of secondary products along with a neutron in the form of γ-ray, 

x-ray radiation as well as other ions which are used to calculate the neutron flux but also add a 

significant background to the detector being tested. Table 2.3 summarizes applicable neutron 

sources of importance for this work [27]. Furthermore, for simulating a fusion environment, 

Deuterium-Deuterium (D-D) and Tritium-Deuterium (T-D) are used, as the majority of fusion 

devices are based on these reactions [26].  

 

Table 2.3 - Neutron source reactions. 

 Neutron Energy [MeV] Properties 
Radioisotopes 
252Cf 2.1 Average energy - Broad 

spectrum neutrons 241Am9Be 4.2 
Accelerator induced reactions 
7Li(p,n)7Be 0.2 – 0.7 Monoenergetic - Neutron 

energy based on primary ion 
energy  

3H(p,n)3He 0.7 – 3 
2H(2H,n)3He (D-D) 3.5 – 8 
3H(p,n)3He 3 – 13 
3H(2H,n)4He (T-D) 14 – 20 
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2.5 Distinguishing radiation by interaction volume 

As was introduced in section 1, the main motivation for this work came from the fact that 

diamond detectors have been selected to function as μLoM as part of the beam diagnostic system 

for the IFMIF DONES accelerator. These monitors have the task of measuring scattered radiation 

along the beam axis of the accelerator, with the capability to distinguish the two most important 

components of the expected radiation, namely, neutrons and γ-rays. The most conventional 

approach for this purpose is based on the fact that different radiation types are absorbed in the 

detector materials in different interaction volumes.  

These interaction volumes depend also on the energy range that needs to be detected, more 

specifically, the range of energies expected at the position of the μLoM in the DONES 

environment. According to simulation given by Marroncle et al [5] neutron with energies around 

0.5 to 5 MeV and γ-rays up to 10 MeV in energy are expected at the location of the first μLoM. 

Under these circumstances, it can be assumed that the dominant energy loss mechanism in 

materials for γ-rays will be Compton scattering, while for neutrons it will be elastic scattering and 

nuclear reactions (n,α) for higher neutron energies. Since Compton electrons and photons are 

weakly ionizing particles, they lose their energy in many subsequent events in rather large detector 

volumes (hundreds of micrometers), which is very different from neutron interactions. If scattered, 

neutrons give a portion of their energy to recoil carbon ions (or alpha particles if nuclear reactions 

occur), which are stopped in small distance of up to 10 micrometers. The various mechanisms of 

radiation detection in detectors are illustrated in the Figure 2.4. Each of these mechanisms will be 

discussed in more detail and in the context of a diamond detector in chapter 3. 
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Figure 2.4 - Various mechanisms of radiation detector based on interaction volume. 

 

Considering this, it is evident that investigations of processes that occur in detectors that are 

supposed to discriminate different radiation types can be studied only with techniques that utilize 

radiation types that can change the interaction volume and therefore emulate the expected 

environment in the DONES accelerator. Since the only radiation for which the energy range can 

be easily changed in the MeV region are protons and other heavier ions, accelerator-based 

techniques have been used.  
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3 RADIATION DETECTION WITH DIAMONDS 

A typical diamond radiation detector is composed of an electronic grade single crystal 

diamond sandwiched between two coplanar electrodes on each side and operates as a solid-state 

ionization chamber [28]. Unlike narrow-band semiconductors where a PN-junction must be 

fabricated by doping to form a sensitive volume with low charge carrier concentrations, diamond 

is a wide-band semiconductor, and it intrinsically contains low charge carrier concentrations. 

Therefore, the sensitive volume is defined by the size (area) of the electrodes and the thickness of 

the diamond. Decelerating charged particles produce electron-hole pairs in the detector by 

promoting electrons from the valence band into the conduction band. If no external electric field is 

present, the free charge carriers diffuse in random directions with a thermal velocity. However, if 

an external field is applied across the diamond by placing a large potential difference between the 

electrodes, the generated charge carriers then drift towards the electrodes under the influence of 

this external electric field. The number of e-h pairs generated is proportional to the deposited 

energy from the charged particle and can be calculated by dividing the deposited energy by the 

average energy required to generate an e-h pair (Epair), which in diamond is approximately 13.6 eV 

[29]. However this is only true if the carrier lifetime is much larger than the carrier drift time [30]. 

Charge carrier mobility and lifetime are affected by many factors such as the purity of the crystal 

lattice (concentration of defects), but also on temperature, as it will be discussed in detail in section 

3.2.  

The properties of diamond compared to silicon and germanium are summarized in Table 3.1. 

As some values vary in literature, these are therefore presented here in a range [3], [29]–[33]. 

Additionally, the last column in Table 3.1 highlight how the specific properties benefit a detector 

based on diamond. 

 

Table 3.1 Comparison of diamond detector properties with other detector materials. 

 Diamond Silicon Germanium Diamond Advantage 
Atomic Number (Z) 6 14 32 Radiation hardness 
Bandgap [eV] 5.48 1.12 0.67 Lower noise 
Dielectric strength [V/cm] 107 3 · 105 105 Large bias 
Intrinsic resistivity [Ω/cm] up to 1016 2.3 · 105 50 Lower leakage current 
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Electron mobility [cm2/Vs] 1300 - 
4500 

1350 3900 Fast response 

Hole mobility [cm2/Vs] 1800 - 
3800 

480 1900 Fast response 

Electron lifetime [s]  10-10 - 10-6 > 10-3 > 10-3 Better charge collection 
Hole lifetime [s] 10-10 - 10-6 10-3 2 · 10-3 Better charge collection 
Dielectric constant 5.72 11.9 16 Low capacitance 
Displacement energy [eV] 43 13 - 20 28 Radiation hardness 
Energy to create e-h pair 
[eV] 

11.1 - 24 3.62 2.96 Disadvantage - lower 
output signal 

 

The large range of values reported in Table 3.1 results from variations in the quality of 

diamonds used for detectors. Most of the highest quality diamonds are manufactured using the 

chemical vapor deposition (CVD) method, where a diamond is grown layer by layer from a seed. 

Using this method single crystal CVD (scCVD) or polycrystalline (pCVD) can be manufactured. 

scCVD diamonds are preferred for detector use since they have no grain boundaries resulting in 

fewer traps for charge carriers. This improves the charge collection efficiency and output signal 

amplitude up to a factor of 3 in comparison to pCVD diamonds [6]. Electronic grade scCVD 

diamonds have less than 5 ppb of nitrogen and boron impurities. However, they are significantly 

more expensive, and their size is limited to approximately 5 x 5 mm. pCVD diamonds are not 

limited in size, cheaper to manufacture and therefore preferred in some applications where a lower 

charge collection efficiency can be tolerated under the benefits of a larger detector area. 

Furthermore, as depicted in Table 3.1, the energy required to eject an electron into the 

conduction band, the bandgap energy (Eg), is 5.47 eV while the average energy required to create 

an e-h pair is much higher. This is due to non-ionizing energy losses as a portion of the incident 

particle energy E0 goes into the creation of phonons. 

 
𝐸# =	𝐸,-𝑁,- + 𝐸.𝑁/ (3.1) 

 

Eph and Nph represent the average phonon energy and number of photons, respectively while Eg is 

the bandgap and Ni is the number of e-h pairs created. Therefore, approximately 8 eV (60 % of the 

energy) goes into the creation of phonons. A further benefit of the relatively large bandgap energy 
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of diamond compared to silicon (1.12 eV), is a lower noise in the signal from the detector due to 

insufficient thermal energy at room temperature to generate electron hole pairs. 

 

Furthermore, with the incident energy (of the incoming radiation) being fixed, equation (3.1) can 

be rewritten in terms of the fluctuation in the number of phonons and e-h pairs as follows [31]: 

 

𝐸.∆𝑁/ = 𝐸,-∆𝑁,- (3.2) 

 

thus, over many events the standard deviation in the number of e-h pairs, which is the intrinsic 

resolution of the detector, can be written as 

𝜎0 =	>𝐹
𝐸#
𝐸,1/2

(3.3) 

 

where F is known as the Fano factor. The Fano factor ranges from 0.08 to 0.14 for semiconductor 

materials. There is no reliable experimental data for the diamond Fano factor, but it has been 

theoretically predicted to be 0.08. The Fano factor for silicon is 0.115 [30], [34]. 

3.1 Signal generation 

When the incoming radiation creates a large number of charge pairs in a diamond crystal, these 

generated charge carriers drift through the material with a drift velocity which is proportional to 

the electric field strength (E). This proportionality constant is defined as the mobility (µ) and has 

units of cm2/Vs. Theoretically, the drift velocity can increase indefinitely with increasing electric 

field strength, however in practice there is a limit to the maximum drift velocity due to increased 

phonon scattering. This maximum drift velocity is known as the saturation velocity. Considering 

the saturation velocity (vs), the drift velocity (vdr) is expressed as a function of the low field mobility 

(µ0) as [35]: 

 

𝑣32 =
𝜇#𝐸

1 + 𝜇#𝐸𝑣4

(3.4) 
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however, this is only an approximation for ideal conditions such as infinite coplanar electrodes. 

The real drift velocity is position dependent since the electric field is dependent on the detector 

electrode configuration. The general expression for drift velocity can be obtained by the differential 

equation 35
36
= 	𝜇(𝐸)𝐸(𝑥) [29]. As is the case with charge carrier mobility values in diamond (Table 

3.1), the saturation velocity also varies in literature values and is in the range of 1.2 x 105 m/s to 

9.6 x 105 m/s and 1.2 x 105 to 14.1 x 105 m/s for electrons and holes at room temperature, 

respectively [29], [35].  

As the charge carriers move inside the diamond under the influence of the electric field, they 

induce current in the electrodes of the detector as described by the Shockley-Ramo theorem [36]. 

Shockley-Ramo showed that the current on the electrode is the sum of the electrostatic influence 

of the charges at each moment as they drift inside the diamond. The resulting current on the detector 

electrode is described by the following equation simplified for the case of a detector configured as 

a parallel plate capacitor. 

 

𝐼 = 𝑞
𝑣32
𝑑

(3.5) 

 

q is the charge of the electron and d is the thickness of the detector. The drift velocity can be also 

simplified to 𝑣32 = 𝜇𝐸 from equation (3.4) by disregarding the saturation velocity, resulting in an 

expression for the current from the detector: 

 

𝐼 = 𝑞
𝜇#𝐸
𝑑

(3.6) 



17 

 
Figure 3.1 - Induced current from a) alpha particle and b) minimum ionizing particles (MIP) 

[29], [31]. 

 

The induced current is the superposition of the contribution of electrons and holes as they drift 

towards opposite electrodes. Figure 3.1 illustrates two extreme cases, one for charge particles that 

have very small range in the detector (alpha particles) and one that traverse through the whole 

detector volume. The latter one is referred to as the minimum ionizing particle (MIP), usually a 

relativistic high energy electron that has constant energy loss. These two cases are selected as they 

represent a similar response of a diamond detector to neutrons, which are detected by alpha 

particles from neutron induced reactions, and γ-rays which are detected through a number of 

uniformly spread electrons. 

The induced current resulting from an alpha particle impinging a diamond detector with 

coplanar electrodes is often measured using the decay of a 241Am radioisotope that produces an 
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alpha particle with energy of 5.5 MeV which penetrates 14 µm into diamond [16]. This produces 

on average 4.04 x 105 e-h pairs using the average energy required to create an e-h pair (Epair) to be 

13.6 eV as stated above, corresponding to 65 fC of charge deposited in the diamond. 

 

𝑄# =
𝑞𝐸7
𝐸,1/2

= 65	fC (3.7) 

 

𝑁8- =
𝐸7
𝐸,1/2

= 4.04𝑥109 (3.8) 

 

The generated electrons have to transverse the full thickness of the diamond to reach the 

positive electrode, while generated holes travel only 14 µm to reach the negative electrode. For a 

typical thickness of a diamond detector of 500 µm and 1 V/µm electric field the maximum transit 

times for electrons and holes are given in Table 3.2 [29]: 

 

Table 3.2 - Transit time for charge carriers [29]. 

 vdr [m/s] d [µm] t [ns] 
Electrons 6 x 104 500 8.3 
Holes 8.5 x 104 14 0.165 

 

From the graph on the right of Figure 3.1a, the influence of each charge carrier on the total 

induced current on the electrodes can be observed. The short transit time for holes (165 ps) results 

in a current spike while electrons travel 8.3 ns through the bulk of the diamond detector to reach 

the other electrode. The current 𝐼 = 0#
6
= 7.8	𝜇𝐴 which, when measured through a 50 Ω based 

system, results in a 0.4 mV signal. Furthermore, not all the charges are instantaneously accelerated 

towards the electrodes as the outer charge carriers in the generated charge cloud screen the inner 

charge carriers from the electric field. This affects the rise time of the current pulse as not all the 

charge carriers reach the drift velocity at the same time. This effect is compounded by the RC 

constant of the system which limits the bandwidth, causing the hole contribution to be difficult to 

observe resulting in a signal depicted by the gray curves in Figure 3.1 [29]. This will be further 

discussed later in section 7.3. 
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An alpha particle of sufficiently low energy to stop inside the volume of the detector was used 

to illustrate the basic principle of charge generation and collection inside a diamond detector. Here, 

it is important to note that if an alpha particle is inducted by a neutron, the interaction point will 

not be always on the surface. In these cases, a spike observed in Figure 3.1a will become wider, 

depending on the depth of the interaction. The shape of the signal will still have two components, 

the first one (higher) consisting of the contribution of both charge carriers and the second one 

(lower) consisting of the contribution of just one charge carrier, the one that must travel a longer 

path [37]. 

The resulting current profiles are very different for MIPs, which transvers the whole volume 

of the detector and do not stop in the detector. A MIPs particle deposits 36 e-h pairs per µm in 

diamond (Ee/h) [38], therefore passing through a detector of 500 µm, the particle will deposit only 

𝑄# =	𝐸8/-	𝑑	𝑞 = 2.9 fC. Signal generation for MIPS, that are essentially relativistic electrons, is 

similar to γ-rays which lose energy in many different interactions, but mostly through Compton 

scattering and photoelectric effect. The result of these interactions are many electrons that are 

distributed mostly uniformly and are losing energy within the large detector volume. 

Therefore, as it can be concluded from the above considerations, the shape of the signal will 

depend very much on the type of radiation being detected by the diamond detector. In practice, 

experimental current profiles may be even more complex and will be studied in more detail in 

section 7.3. 

The performance of a diamond detector is graded by the charge collection efficiency (CCE) 

or by the charge collection distance (CCD). The CCE is defined as the total measured charge over 

the total generated charge (3.9), and equals one for the ideal detector. In realistic devices, there are 

defects that can trap charges, which can be described by the CCD which is the average distance 

that charge carriers travel before being trapped (3.10). The CCD can also be defined in terms of 

electron mobility (µ) and lifetime (τ) [38]. 

 

𝐶𝐶𝐸 = 	
𝑄;
𝑄#

(3.9) 

 

𝐶𝐶𝐷 = 	
𝑄;
𝑄#

𝑑 (3.10) 
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𝐶𝐶𝐷 = (𝜇8𝜏8 + 𝜇-𝜏-)𝐸 (3.11) 

Taking into account the trapping and detrapping of charge carriers influence on the CCE, we 

arrive at the Hecht equation [39]: 

𝐶𝐶𝐸 = 	
µ!𝜏!𝐸
𝑑 (1 − 𝑒"

#$
%!&!

', +
µ(𝜏(𝐸
𝑑

.1 − 𝑒"
$#)
%"&"

'/ (3.12) 

These quantities give an insight to the quality of the diamond detector because charge carriers 

that get trapped while drifting towards the electrodes stop contributing to the total measured 

induced charge. Under ideal conditions, all charge generated by an impinging ion is measured as it 

drifts towards the electrodes. However, charge carriers can be trapped and/or recombined before 

reaching the electrode resulting in a decrease in the CCE [33]. Unirradiated scCVD based diamond 

detectors typically have 100 % CCE while pCVD detectors only achieve between 40 % to 60 % 

CCE. This is mainly due to charge loses at the grain boundaries [40]. 

3.2 Effects of defects in diamond on charge transport 

Any distortion to the periodicity of the diamond lattice or the addition of different impurities, 

influences the electronic and phononic transport properties of the material and possibly creates 

traps for the generated charge carriers. The charge carrier lifetime is inversely proportional to the 

trap density (ntrap), carrier thermal velocity (vth) and trapping cross-sections (σ).  

 

𝜏 =
1

𝜎𝑣6-𝑛621,
(3.13) 

 

The energy levels of these traps can be located in the bandgap, stopping the charge carriers 

from drifting towards the detector electrodes. Once trapped, the charge carriers can be detrapped 

at a later time or recombine leading to a lower detector CCE [41]. Charge carriers can be promoted 

back to the conduction band by phonons, however this detrapping time is exponentially 

proportional to the lattice temperature. It ranges from ps at room temperature and increases to µs 

at cryogenic temperatures [31].  

 

At cryogenic temperatures, which is the focus of this work, the dominant mechanism of charge 

carrier trapping is hypothesized to be due to the creation of excitons. Excitons were first proposed 

by Y. Frenkel in 1931 and have since been observed in silicon and in diamond [42]. When an 
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electron is promoted to the conduction band leaving behind a hole, due to the Coulomb force, the 

electron can be bounded to the hole in a hydrogenic state, this state is referred to as an exciton. The 

binding energy of this bond is 80.0 ± 0.5 meV [43]. The exciton lifetime at room temperature is 

very short due to the energy in the diamond lattice being high enough to break the exciton bond 

and promote the electron to the conduction band. However, at cryogenic temperatures, this is not 

the case and the exciton lifetime increases significantly. The increased lifetime of the exciton also 

increases the probability that the exciton will recombine (the electron and hole with recombine). 

This recombination leads to less charge carriers drifting in the detector and therefore less current 

induced on the electrodes. The lifetime of an exciton is the combination of two processes, <
=
=

<
=$%&

+ <
=%'()

, where τrec is the recombination lifetime and τevap is the evaporation lifetime. Both of 

which are temperature dependent. Table 3.3 summarizes the exciton lifetime with temperature [31]. 

The recombination time at lower temperatures was not found in literature. 

 

Table 3.3 - Exciton lifetime dependence on temperature [31][44]. 

T [K] τevap τrec 

300 30 ps < 10 ns 
100 10 ns 10 ns 
50 150 µs  

 

However, in the presence of a large electric field, the electron and hole pair should start drifting 

as soon as they are created, decreasing the probability of entering into an exciton state. It is 

theorized by Jansen [31], [45] that this is not observed due to a not even distribution of the electric 

field in the volume of generated e-h pairs.  
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Figure 3.2 - e-h pair screening effect [46] 

 

As illustrated in Figure 3.2, as a particle impacts the diamond detector (an alpha particle is 

illustrated), it creates a plasma cloud of e-h pairs along its trajectory. The dimensions of this plasma 

cloud depend on the type and energy of the impinging ion. Due to the density of this plasma cloud, 

e-h pairs located inside the plasma cloud are influenced less by the external electric field effectively 

decreasing the rate of separation of the charge carriers. This screening effect increases the 

probability of exciton formation inside the plasma cloud leading to recombination and only the e-

h pairs located on the outside of the plasma cloud contribute to the induced current of the detector 

electrodes [31]. This implies that the amount of charge carriers collected in the inner region of the 

plasma cloud depends on the strength of the electric field. Therefore, if a higher bias voltage is 

applied across the detector, the CCE should increase at cryogenic temperatures. Furthermore, 

impinging radiation which creates a plasma cloud of lower density will be less affected by this 

phenomenon. 

3.3 Polarization phenomenon in scCVD diamond 

In the context of charge carrier transport, it is also important to mention that not all charge 

carriers trapped in defects recombine instantly but accumulate in defect sites along their drift path 

in the diamond bulk. This leads to a phenomenon known as polarization which can significantly 

decrease the CCE of the detector. Holes drift toward the negative electrode, resulting in a higher 

density of holes being trapped closer to the negative electrode. While electrons drift towards the 

positive electrode, resulting in a higher density of trapped electrons closer to the positive electrode. 
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The separated trapped charges create an internal electric field which acts in the opposite direction 

to the external electric field created by the application of a bias potential at one of the detector 

electrodes, effectively decreasing the electric field strength in some regions of the detector. This is 

visually depicted on the right hand side of Figure 3.3 [47]. 

 

 

Figure 3.3 - Polarization [47]. 

 

The decreased electric field strength increases the probability of recombination and 

deteriorates charge transport properties resulting in lower charge collection. The degree of 

polarization is not constant but increases with more accumulated charge causing drastic differences 

in experiments depending on the fluence of radiation. Furthermore, the built up space charge can 

be randomly detrapped causing a sudden burst of charge carriers at random periods [33]. 

Polarization is not only affected by the space charge in the bulk of the detector but is also affected 

by the type of contact between the detector electrode and diamond. A Schottky contact can enhance 

the trapping of charge carriers leading to more polarization [48]. 

For experiments to be accurate and reproducible, steps must be taken to mitigate the effects of 

polarization. As polarization cannot be completely avoided, it can be minimized or reversed during 

an experiment by applying one of the following techniques [31], [47], [49]: 

• Limiting the particle flux on the detector: Decreasing the number of e-h pairs generated 

will decrease the amount of space charge trapped in the detector, minimizing polarization. 

• Increasing the bias (external electric field strength): Decreases the probability of charge 

trapping and more space charge has to accumulate to polarize the detector to the same 

degree. 
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• Alternating the bias (changing the bias polarity): Switching the polarity of the external 

electric field will cause the trapped space charge to move in the opposite direction and 

recombine effectively depolarizing the detector. 

• Detrapping charge carriers using light: Diamond is a wide bandgap semiconductor and 

not sensitive to visible light. However, light will have enough energy to promote trapped 

charges into the conduction band from trap levels inside the bandgap. 

3.4 Low temperature dependences  

Unlike with silicon detectors, lowering the temperature of a diamond detector does not 

decrease the noise level significantly due to the low intrinsic free charge carrier concentration [50]. 

Diamond is a wide bandgap semiconductor and at room temperature, the lattice does not have 

enough energy to promote electrons across the bandgap. However, as with silicon detectors, the 

mobility of charge carriers does increase due to lower lattice vibrations as the temperature is 

decreased [51]. The mobility along with the drift velocity saturates to a maximum value below 100 

K [31], [45], [52]. Furthermore, negative differential mobility (NDM) was also observed in 

diamond below 140 K. Negative differential mobility occurs when the electron mobility decreases 

with increasing electric field strength. NDM can lead to Gunn oscillations, introducing a high 

frequency oscillation to the output current of the detector. This was only observed at low electric 

field strengths under 0.2 V/µm [53]. 

Literature on diamond detector behavior at temperatures under 80 K is very scarce. As 

mentioned earlier, only a few research papers were found for the study of radiation hardness and 

charge transport at cryogenic temperatures. The most relevant work is by Jansen [31] and Sauer 

[54] who investigate the charge mobility in diamond from room temperature to 2 K and discovered 

a significant drop is detector efficiency which was attributed to exciton recombination. The results 

of this work are summarized in Figure 3.4. Figure 3.4 illustrates the measured charge for a 5.5 MeV 

alpha particle hitting a diamond detector in the temperature range 2 K < T < 300 K for electrons 

and holes. In both figures, at 300 K, all of the deposited charge is measured, the CCE is 100 %. 

However, as the temperature decreases the amount of charge measured starts to decrease sharply 

around 150 K before reaching another lower plateau around 60 K. The measured charge decreases 

with temperature while the deposited charge is constant.  

 



25 

 

Figure 3.4 - Measured charge as a function of temperature [31]. 

 

Recently, diffusion and lifetimes of excitons in diamond at cryogenic temperatures were 

investigated in more detail with the motivation of developing deep ultraviolet emitting diodes. The 

large binding energy of excitons in diamond leads to light emission at 235 nm at room temperature 

which is effective for use in sterilization but still safe for human exposure [55]. Since it is postulated 

that the main reason so the decrease in CCE of a diamond radiation detector at cryogenic 

temperatures is due to the formation and recombination of excitons, the results of work in this field 

are also explored. It is observed that the density of excitons in a charge cloud of free carriers varies 

with the total carrier density and temperature. This relationship can be modeled using the mass-

action law, which is also referred to as the Saha equation: 

 

𝑛(!*

𝑛(+
= 𝐴𝑇

,
*𝑒"

#-"#
.$/

' (3.14) 

the ratio of free carrier density (neh) to the exciton density (nex) is dependent on temperature (T), 

exciton binding energy (Eex = 80 meV), Boltzmann constant (kB) and a coefficient A which 

represents the exciton density of states and was experimentally estimated to be 4.4 ± 2.7 x 1014 cm-

3K-3/2 [56]. From equation 3.1, it can be concluded that the density of excitons is significantly 

higher at cryogenic temperatures because fewer excitons have enough thermal energy to overcome 

the binding energy (Eex). 
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3.5 CCE measuring techniques at low temperatures 

Under these conditions it is important to find an appropriate method that can be used to 

evaluate the performance of a diamond detector at low temperatures, taking into account the 

intended final application. Unfortunately, as the detection of a wide range of radiation types is 

required, the pool of available techniques that can be used to test the capabilities of a diamond 

detector is rather small.  

In the laboratory environment, the most frequent technique used to test semiconductor 

detectors in general is the Transient Current Technique, TCT. It utilizes excitation by intensive and 

pulsed (< 1 ns) laser light to create charge carriers, which are then measured as a current signal at 

the detector electrodes using a fast storage oscilloscope. The wavelength of the laser light depends 

on the material being studied, therefore the most frequent setup is adjusted for silicon utilizing a 

red laser light. TCT systems for diamond are less available as they should utilize ultraviolet lasers 

to be able to induce current signals in the wide band gap diamond material [55]. Unfortunately, to 

simulate strongly localized ionizations that are expected from neutron detection events, the 

intensity and controllability of the pulsed laser light for the TCT technique are at present not 

available.  Another alternative would be the two photon, TP-TCT technique, a novel technique that 

is based on the absorption of two photons in the same time [57]. However, this technique is also 

not appropriate as it does not have the capability to enable high ionization densities. Another 

version of this technique is the alpha particle TCT technique that was used originally by Jansen 

[45]. However, in this experimental setup, utilizes only alpha particles at a fixed energy and is 

therefore very limited. Simulating the conditions required for μLoM in DONES with this technique 

would be very difficult.  

The only technique that could be capable of fulfilling all the requirements, that is spatial 

sensitivity and the capability of using different radiation types, is the Ion Beam Induced Charge 

technique, IBIC. IBIC is only available in several accelerator laboratories worldwide, including 

IRB. However, it has to the stated that none of the IBIC setups available worldwide before this 

work are capable of measuring with a diamond detector at low temperatures required for the 

development of μLoM for the DONES accelerator. Therefore, the setup had to be designed and 

constructed for this purpose, the development of each component of this setup is presented in 

chapter 6.  
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4 DETECTOR SIGNAL PROCESSING 

 

Figure 4.1 - General signal processing chain used to acquire signals from an ionizing radiation 
detector. 

A typical signal processing chain for ionizing radiation detector is illustrated in Figure 4.1. It 

consists of a detector, preamplifier, filtering/shaping section which digitizes the signal and stores 

it on a computer. The two parallel filtering strategies shown in Figure 4.1 represent the two most 

common methods used in nuclear instrumentation based on a literature review. The analog filtering 

method was preferable in the past, but it is slowing being outperformed by the digital strategy due 

to the speed and quality of modern ADCs [58]. The detector is presented as a current source in 

parallel with a capacitor. The capacitor is added to model the real device as all detector material 

has some inherent capacitance which affects the output signal. The current generated from 

impinging radiation on the detector can be approximated by a current pulse which is 

mathematically described by a delta function. This small current pulse is passed to a preamplifier 

which amplifies the signal and, depending on the application as will be discussed in the text, can 

also integrate the current pulse. The output of the preamplifier is further processed in the analog or 

digital domain to increase the signal to noise ratio and adapt the signal so the required information 

can be extracted from it. A simplified diagram of the pulse expected after each stage of the signal 

processing chain containing an integrating (charge sensitive) preamplifier and an analog 

shaper/filter are illustrated in Figure 4.2. 
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Figure 4.2 - Typical pulse expected at the output of the detector, integrating preamplifier and 
after analog filtering stage. The height of the shaped pulse is proportional to the deposited 

energy of the impinging radiation. [58]. 

The previous section of this work focused on the generation of the signal in the detector and 

all the possible shapes that are theoretically expected. This section however describes the next steps 

in the signal processing chain, starting with the preamplifier in section 4.1 and the shaping/filtering 

stage in section 4.3. Section 4.2 is dedicated to the theoretical analysis of noise sources which 

influence the design of shaping filters. 

4.1 Preamplifiers for radiation detectors 

As described above, the signal level at the output of a diamond detector is very small and 

amplification is required followed by signal processing to extract information and to limit the 

influence of noise. This is achieved by placing a preamplifier as close as possible to the detector. 

There are three types of preamplifiers used with radiation detectors: voltage sensitive, current 

sensitive and charge sensitive amplifiers. For the scope of this work, the focus will be on the latter 

two.  

 

 

Figure 4.3 - Charge Sensitive and Current Sensitive Preamplifier schematic [59]. 
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The voltage at the output of the charge sensitive preamplifier (schematic on the left of Figure 

4.3) is obtained by: 

 

𝑣012 = −
𝑄3

𝐴 + 1
𝐴 𝐶4 +

𝐶
𝐴

(4.1) 

 

where C = Cd + Cin + Cs, that is the sum of the detector, cable, and preamplifier capacitance, 

respectively. Most preamplifiers have a large open loop gain (A >> 1), and the output voltage can 

be approximated to: 

 

𝑣012 ≈ −
𝑄3
𝐶4

(4.2) 

 

therefore, the output voltage is determined by the feedback capacitor. In practice, not all charge 

induced in the detector is transferred to the feedback capacitor, some is lost to other input 

capacitances. The ratio of the charge transferred to the preamplifier can be expressed as: 

 

𝑄4
𝑄3

=
𝑄4

𝑄5066 + 𝑄4
=

1

1 + 𝐶
(𝐴 + 1)𝐶4

(4.3) 

 

Decreasing the sum of input capacitances (C) results in more induced charge to be transferred 

to the feedback capacitor. Therefore, it is better to use detectors with low capacitance and minimize 

the cable length between the detector and the preamplifier. Charge sensitive preamplifiers are 

characterized by a parameter called sensitivity which is expressed in units of mV/MeV, as defined 

for silicon. Combining equations 3.7 and 4.2, yields the sensitivity parameter: 

 

𝑣012
𝐸

=
𝑞

𝐸789:𝐶4
(4.4) 
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In the charge sensitive preamplifier schematic on the left of Figure 4.3 a reset switch is shown 

which is required to discharge the feedback capacitor, otherwise the output voltage would saturate. 

There are many reset strategies employed in preamplifiers, however the most common one is the 

introduction of a large resistor parallel to the feedback capacitor which allows for continuous 

discharging. 

There are two main ways of connecting the detector to the preamplifier and the high voltage 

supply: AC coupling through a capacitor or DC coupling without the capacitor as illustrated in 

Figure 4.4. 

 

 

Figure 4.4 - Detector Coupling [59]. 

 

The coupling capacitor (Cc) blocks leakage current from the detector from entering the 

preamplifier which lowers the noise. However, additional noise is introduced by the load resistor 

(RL) after the high voltage input filter which is chosen to be as large as possible to limit the voltage 

drop due to the detector leakage current. DC coupling is beneficial for detectors that have a very 

low leakage current (below 10-14 A) because it eliminated the noise associated with the load resistor 

and minimizes the stray capacitance which can improve the signal to noise ratio (SNR) [59]. 

Furthermore, a current sensitive preamplifier, illustrated on the right side of Figure 4.3, does 

not have a feedback capacitor and the output voltage is related to the input current by 𝑣>?6(𝑡) =

−𝑖/@(𝑡)𝑅A which allows for the shape of the induced current to be directly transferred to a voltage 

pulse at the output of the amplifier. 
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4.2 Characteristics of noise 

Since the signal induced on the electrodes of a diamond detector is very small, any noise 

introduced into the system will greatly degrade the accuracy of the information extracted from the 

signal and impose higher requirements on further pulse processing. The most common types of 

noise found in a radiation detector system are: 

• Thermal (Johnson) Noise – White noise caused by the random motion of free charge 

carriers in a resistive material. Increases with system bandwidth without limits. 

• Shot Noise – White noise caused by charge carriers having a discrete amount of charge. 

This introduces random fluctuation of current around an average value. The leakage 

current is one source of this type of noise. 

• Flicker Noise (1/f noise) – Frequency dependent noise resulting from the generation and 

recombination of charge carriers in a semiconductor due to impurities. This type of noise 

is also generated from the fluctuation in conductivity due to imperfect contact between 

two materials. The input transistor of the preamplifier generates 1/f noise. 

• Dielectric noise – Frequency dependent noise which increases with frequency. Any 

fluctuation in the dielectric properties of a material caused by temperature, mechanical 

vibration, or age will introduce noise. This can be reduced by using dielectric materials 

with low losses, such as quartz, ceramics, Teflon, and polystyrene. 

 

Figure 4.5 - Noise equivalent circuit of an AC coupled charge sensitive preamplifier [59]. 
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Using the types of noise described above, an equivalent circuit of an AC couple preamplifier 

can be constructed as illustrated in Figure 4.5 where each component is replaced by a noise source 

connected in series or parallel. The two serial voltage noise sources (e1 and e2) represent the input 

transistor thermal and 1/f noise for which the voltage noise density can be written as [59]: 

 

𝑑𝑒<"

𝑑𝑓
= 4𝑘𝑇𝑅 = 4𝑘𝑇

𝛾
𝑔;

= 4𝑘𝑇
0.7
𝑔;

(4.5) 

𝑑𝑒""

𝑑𝑓
=
𝐴A
𝑓

(4.6) 

 

where 𝛾 depends on the channel length of the FET and is usually 0.7, gm refers to the 

transconductance of the amplifier, and Af is a characteristic constant for the transistor. The parallel 

noise sources are summarized in Table 4.1. 

 

Table 4.1 - Parallel noise sources.	

	 Description Expression 

i1 Shot noise of the transistor gate leakage current 
𝑑𝑖<"

𝑑𝑓
= 2𝑞𝐼. (4.7) 

i2 Feedback resistor thermal noise 
𝑑𝑖""

𝑑𝑓 =
4𝑘𝑇
𝑅A

(4.8)	

i3 Bias resistor thermal noise 
𝑑𝑖B"

𝑑𝑓
=
4𝑘𝑇
𝑅C

(4.9)	

i4 Induced transistor gate current noise 
𝑑𝑖!"

𝑑𝑓 = 𝑆D4𝜔"𝐶.4" 𝛿 (4.10)	

i5 Shot noise from the detector leakage current 
𝑑𝑖9"

𝑑𝑓
= 2𝑞𝐼E (4.11)	

i6 Dielectric noise 
𝑑𝑖F"

𝑑𝑓
= 4𝑘𝑇(𝐷𝐶G)𝜔 (4.12)	
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The total noise power density can be calculated by evaluating the above circuit with the 

presented noise sources, yielding the following expression: 
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(4.13) 

 

The above equation can be rewritten as: 
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where the constant a is the series white noise, b is the dialectic noise and bf the parallel white noise. 

A similar approach can be applied to a current sensitive preamplifier to derive an expression of the 

noise power density. The main difference between the two preamplifiers is the size of the feedback 

resistor and the presence of the feedback capacitor. Since the value of the feedback resistor has to 

be smaller for the current sensitive preamplifier, the level of noise is going to be higher due to the 

thermal noise [59]. An analytical analysis of the noise sources in a preamplifier, as well as all the 

parameters that affect them are described above. There is no ideal preamplifier that works in all 

situations and a compromise is made between the noise introduced by the preamplifier and its 

operating range, i.e. the maximum signal amplitude at the input and signal frequency. As will be 

discussed in section 6.4 of this work, three different preamplifiers have been tested with different 

first stage transistors, feedback resistors and coupling capacitors which vary the parameters 

described above in order to find the optimal configuration for processing signals from a diamond 

detector. 

Noise can be also introduced into the system through interference (parasitic noise), the most 

common types being electromagnetic interference (EMI), grounding related interference and 

vibrations. EMI is the result of stray magnetic fields from surrounding equipment, such as power 

supplies, vacuum pumps, pressure gauges and computers. All electronic devices emit 

electromagnetic waves which can be picked up by the sensitive electronics at the input of the 

preamplifier. EMI falls off with the <
2*

 rule (where r is the radius from the source) and therefore 

moving sources of EMI further way from the detector is the best solution. However, this is not 
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always possible and therefore it is good practice to enclose the detector in a Faraday cage. It is also 

important to ground the Faraday cage because parasitic capacitance between the circuit and shield 

can provide a feedback path from the output to the input. The electrodes on the diamond detector 

and the conductor to the input of the preamplifier act as a very sensitive antenna and any EMI 

present in the surrounding is induced and superimposed on the signal. As will be discussed in 

section 7.3 and can be observed from the signal frequency spectrum in Figure 7.11, higher 

frequency noise was successfully eliminated by selecting specific trigger criteria while the lower 

frequency noise could not be eliminated and required further digital filtering. Furthermore, ground-

related interference results from ground loops. Ground loops are created when the ground 

connection between instruments is not at an equipotential resulting in a current to flow between the 

grounds of difference instruments. Noise is also added to the system by vibration (Microphonic 

Noise), mechanical vibrations of the detector and preamplifier cause slight changes in the 

capacitance throughout the system leading to noise. This noise is usually observed in signals at 

multiples of the vibration frequency and therefore can be filtered out.  

The noise added by the preamplifier and amplifier is expressed as equivalent noise charge 

(ENC). ENC is defined as the amount of charge required to be added to the input of a preamplifier 

that would change the output voltage by only the root mean square (RMS) value of noise. In other 

words, the amount of charge that yields a SNR of one [60]. The SNR is defined as the ratio of the 

mean pulse height to the RMS value of the noise. This can be calculated from the acquired 

experimental energy histogram using equation 4.15, where Efwhm refers to the width of the acquired 

peak and Epair is the energy required to generate e-h pairs in the specific material. 

 

𝐸𝑁𝐶
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4.3 Digital signal processing of preamplifier signals 

As described in the previous section, a charge sensitive amplifier integrates the current pulse 

induced on the electrode of the detector and therefore the amplitude of the pulse at the output of 

the preamplifier is proportional to the energy deposited by radiation in the detector. As will be 

discussed in more detail in section 5.3 and 7.3, the pulse shape from a detector is either of a 

triangular or square shape. When this signal passes through a charge sensitive preamplifier, the 

signal is integrated, and this results in an exponentially decreasing pulse which a decay RC time 
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constant set by the preamplifier. Furthermore, noise is superimposed on the signal and signal 

processing techniques must be applied to improve the SNR and increase the accuracy of the pulse 

height analysis (PHA).  

Signal processing increases the SNR by attenuating components of the input signal that lie 

outside the frequency range of the signal of interest. Due to the nature of the signal produced by 

the preamplifier, there is always a compromise between noise minimization and signal alteration. 

Mathematically it is possible to compute the optimal filter by representing output signal from the 

preamplifier in the form 𝑠(𝑡) = 𝐴𝑥(𝑡) + 𝑛(𝑡), where A is the amplitude of the signal, x(t) is the 

waveform of the pulse and n(t) is the noise in the signal. The output of the filter can be calculated 

by convoluting the input signal with the impulse response function of the filter. Taking the Fourier 

transform of the input and filter impulse response (ℎ(𝑡)), convolution becomes multiplication in 

Fourier space. The output of the filter can then be calculated by taking the inverse Fourier transform 

as follows [59]: 

 

𝑠(𝑡) = 𝐴𝑥(𝑡) + 𝑛(𝑡) (4.16) 

 

𝑆(𝜔) = 𝐴𝑋(𝜔) + 𝑁(𝜔) (4.17) 

 

𝑣0(𝑡) =
𝐴
2𝜋

I𝐻(𝜔)𝑋(𝜔)𝑒>?2𝑑𝜔 (4.18) 

 

Similarly, the RMS noise at the output of the filter can be calculated with the noise power density 

of the filter 𝑁(𝜔): 
 

𝑣;* =
1
2𝜋

I|𝐻(𝜔)|*𝑁(𝜔)𝑑𝜔 (4.19) 

 

Therefore, the SNR (η) is given by: 
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As observed from equation 4.14 above, the noise at the output of a preamplifier can be expressed 

as a combination of white, pink, and brown noise, which depend on frequency as f, 1/f and 1/f2 

respectively. Initially only series (a) and parallel (b) white noises sources are assumed: 

 

 
Figure 4.6 - Noise sources between the detector and the preamplifier [59]. 

 

𝑁(𝜔) = 𝑎 +
𝑏

𝐶"𝜔" (4.21) 

 

Or rewritten as: 

𝑁(𝜔) = 𝑎 11 +
1

𝜏H"𝜔"4 (4.22) 

 

The optimal filter can be calculated by maximizing equation 4.20. The details procedure for 

obtaining the solution for the optimal filter from the above relation can be found in literature and 

will not be outlined here [59]–[61]. The impulse response of an optimum filter for an exponentially 

decreasing function (as illustrated in the top graph of Figure 4.7) is characterized for the 

measurement time T by the following function: 

 

ℎ(𝑡) = 𝑥(𝑇 − 𝑡) (4.23) 

 

which is the time inverted input signal delayed by the measurement time. The output of such a filter 

is: 
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𝑣0(𝑡) = 𝑒#
|2#/|
&% (4.24) 

 

where τC is the corner time constant representing the inverse frequency at which the contribution 

of the serial (a) and parallel (b) noise are equal, 𝜏I = 𝐶e1
C
, while C is the total input parallel 

capacitance (Cd + Ci). The optimum filter has a cusp shape with infinite length. The input and 

output of the optimum filter are illustrated in Figure 4.7.  

 

Figure 4.7 - The top graph shows the input signal (exponentially decaying signal from a 
preamplifier), the middle graph shows the impulse response of the filter, while the bottom graph 

shows the output of an optimum filter. [59]. 

 

The cusp filter described above is the theoretical optimal filter for radiation detector systems, 

however it is not practical and cannot be implemented. The sharp rise to maximum amplitude 

makes amplitude measurement difficult and makes it prone to ballistic effects. Furthermore, the 

slow signal return to baseline is prone to pile up effects due to the stochastic nature of radiation 

which further deteriorates the effectiveness of the filter at higher event frequencies. Since the cusp 

filter is the optimum filter in terms of signal to noise, it is useful as a comparison to other filters 
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which are more practical to implement. In this work we will consider only two practical filter types 

and their performance compared to the optimum infinite cusp filter are presented in Table 4.2 [15]. 

 

Table 4.2 - Comparison of filter performance to the optimum filter. 

Filter S/N ratio to optimum filter 
Infinite Cusp 1 
Triangular 0.930 
CR-RC 0.736 

 

As mentioned above, the SNR is improved by limiting the frequency response of the system, 

effectively creating a bandpass filter which attenuates frequencies that are below and above the 

signal frequency. The most commonly used practical filter for pulse processing is the CR-RC filter, 

consisting of a highpass filter in series with a lowpass filter as illustrated in Figure 4.8. The highpass 

section is labeled the differentiator and the lowpass section, the integrator since they differentiate 

and integrate the input pulse, respectively.  

 

 

Figure 4.8 - CR-RC Filter. 

 

Due to its simplicity, it is easy to implement and easy to analyze. The transfer function for each 

part of the filter can be easily derived to be: 

 

𝐻A(𝑠) =
𝑠𝜏A

1 + 𝑠𝜏A
	 , 𝜏A = 𝑅A𝐶A (4.25) 

 

𝐻B(𝑠) =
1

1 + 𝑠𝜏B
	 , 𝜏B = 𝑅B𝐶B (4.26) 
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𝐻(𝑠) = 𝐻A(𝑠) ∙ 𝐻B(𝑠) =
𝑠𝜏A

(1 + 𝑠𝜏A)(1 + 𝑠𝜏B)
(4.27) 

 

For a unit step input, the output in the time domain is then: 

 

𝑣0(𝑡) =
𝜏B

𝜏B−𝜏A
.𝑒#

2
&& − 𝑒#

2
&'/ (4.28) 

 

The best SNR for this type of filter is achieved when the integrator and differentiator time constants 

are equal, 𝜏J = 𝜏G = 𝜏 [60], therefore the transfer function and output become: 

 

𝐻(𝑠) =
𝑠𝜏

(1 + 𝑠𝜏)*
(4.29) 

 

𝑣0(𝑡) =
𝑡
𝜏 𝑒

#2& (4.30) 

 

The maximum amplitude with such a filter is achieved at t = τ, however the filter introduces a 

long tail which takes many time constants to return to baselevel. This makes the filter susceptible 

to pileup events which limit the measurement rate of the system, as will be at the end of this section. 

From Table 4.2, it can be seen that the simple CR-RC filter has a 26 % worse SNR than the 

optimal cusp filter. Better performance can be achieved by a triangular filter which has become the 

standard filter implemented for radiation detector digital signal processing (DSP). Practically, a 

trapezoidal filter is used instead of a triangular filter to mitigate ballistic effects which will be 

discussed later. A trapezoidal filter is essentially a triangular filter where the maximum amplitude 

is held for a specific time. The transfer function of a trapezoidal filter can be synthesized by 

examining the input and required output functions. The input is, as discussed above, an 

exponentially decaying signal with a time constant (τ) and amplitude (E).  

 

𝑓AC(𝑡) = 𝐸𝑒#
2
& ⇒ 𝐹AC(𝑧) = 𝐸

𝑧
𝑧 − 𝛽 = 𝐸

1
1 − 𝛽𝑧#D , 𝛽 = 𝑒#

/
& (4.31) 
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β is known as a pole-zero cancellation coefficient which is depended on the sampling period of the 

digitizer (T). The output function can be synthesized by examining the trapezoidal shape illustrated 

in Figure 4.9 [62], [63]. 

 

Figure 4.9 - Synthesizing a trapezoidal function. 

 

𝑓EF/(𝑡) = 𝑓G(𝑡) + 𝑓H(𝑡) + 𝑓I(𝑡) + 𝑓B(𝑡) (4.32) 

 

𝐹EF/(𝑧) =
𝐸
𝑅
(1 − 𝑧#J)Z1 − 𝑧#(JLM)[

𝑧#D

(1 − 𝑧#D)*
(4.33) 

 

Combining equations 4. and 4.3, to get the transfer function of the filter: 

 

𝐻/JO(𝑧) = (1 − 𝑧#J)Z1 − 𝑧#(JLM)[
(1 − 𝛽𝑧#D)
1 − 𝑧#D

𝑧#D

1 − 𝑧#D
1
𝑅

(4.34) 

 

where the parameters R and M represent the represent the trapezoid rise/fall and flat top time, 

respectively. The transfer function presented above is a combination of a Finite impulse response 

(FIR) and infinite impulse response (IIR) filter which can be implemented in a DSP system [64]. 

Jordanov et al. [63] presented an implementation of such filter as a three units as illustrated in 

Figure 4.10. This implementation consists of two delay-subtract units followed by a highpass 

deconvolver unit (digital zero-pole compensator) where the parameters k and l determine the 

duration of the rising and falling edges of the filter, while the m parameter is used to compensate 

for zero/poles present in the system.  
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Figure 4.10 - Implementation of a trapezoidal filter in a DSP system [63]. 

This filter was implanted in a Virtex 6 FPGA along with other components required for data 

extraction, storage and communication with a computer over the ethernet protocol [65]. The main 

components of the filter, presented in Figure 4.11, were programmed and simulated using the 

MATLAB Simulink toolbox (MathWorks, 2017) and synthesized into VHDL using the Xilinx 

System Generator for DSP design tool (Xilinx, 2017) [64]. 

 
Figure 4.11 - FPGA implementation of trapezoidal filter. 

 

Figure 4.12 presents the top-level implementation of the multiparameter acquisition system 

which contains this filter at its core (located in block labeled 2 in the figure). However other signal 

processing components are also required for the acquisition system to trigger on the proper event 

and extract the relevant data. The main components of the implemented acquisition system are: 1. 

signal delay block, 2. trapezoidal filter, 3. fast filter, 4. noise estimator, 5. baseline restorer, and 6. 

pileup rejector. The signal from the ADC is first fed into a fast filter (3) with the same trapezoidal 

design but with a very short shaping time to recognize the pulse and record a time stamp. If the 

acquisition process is triggered by the fast filter, the higher resolution but slower trapezoidal filter 
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(2) processes a copy of the original signal supplied by the delay block (1). Furthermore, for accurate 

triggering on real pulses, the acquisition system estimates the noise in the original signal with block 

4. While blocks 5 and 6 adjust the trapezoidal filter output for more accurate amplitude reading. 

 
Figure 4.12 - Top level of multiparameter FPGA acquisition system implementation with the 
pulse processor subsystem expanded in the inlay. The pulse processor consists of a 1. Delay 

block, 2. Trapezoidal filter, 3. Fast filter, 4. Noise estimator, 5. Baseline restorer, and 6. Pileup 
rejector. 

 
Figure 4.13 - Simulation of a preamplifier pulse processed by the acquisition system algorithm. 
The delayed preamplifier pulse (blue) is shaped into a trapezoidal unipolar (red) and bipolar 

(purple) pulse. The output of the fast filter is displayed in yellow. 
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This process can be observed visually in Figure 4.13. In this figure the original signal from 

the ADC is processed by the fast filter (yellow) which triggers the trapezoidal filter to process a 

delayed copy of the signal (blue) which outputs a unipolar (red) and bipolar (purple) signal after 

correcting the baseline. The maximum amplitude of the unipolar (red) pulse is recorded along with 

the timestamp and coordinates of the scanner position into memory which is then read by the 

acquisition software running on a computer. The acquisition software generates a histogram and 

2D map with this collected data. 

As mentioned above, in real systems, factors such as ballistic deficit, pileup and baseline shifts 

must be considered when designing filters. These effects will now be explained in more detail. 

Ballistic deficit refers to the dependence of the pulse height after processing on the rise time of the 

input signal. Therefore, fluctuations in the charge carrier collection time in the detector can cause 

variations in the signal amplitude after signal processing. CR-RC filters are more susceptible to 

this effect than trapezoidal filters because the max amplitude of the signal is held for a longer time 

in trapezoidal filters. By increasing the time constant of a CR-RC filter or increasing the “flat top” 

of the trapezoidal filter, this effect can be minimized but at the expense of increasing the probability 

of pileup. This parameter is optimized experimentally based on the measurement conditions. The 

amount of current provided by the accelerators varies depending on the ion that is accelerated, the 

energy of the ion and which experimental beam line is used as each chamber has its specific 

electromagnetic optics which influence the total current delivered to the target. To optimize the flat 

top or time constant parameter, the amount of pileup in the spectra as well as the resolution of the 

individual peaks is observed. Increasing the flat top will increase the amount of pileup and increase 

the resolution to a point. The optimal flat top parameter balances the resolution and the amount of 

pileup present in the spectrum. Pileup occurs when two signals are close to each other in time 

causing their pulses to overlap, as illustrated in Figure 4.14b and Figure 4.14c. The second pulse is 

then superimposed on top of the first pulse because the first signal has not returned to the baseline 

value before the second signal arrived, causing an incorrect height reading. The larger the shaping 

time, the higher the probability of pileup. The same problem occurs if the baseline, the reference 

point from which signal amplitudes are measures, is not stable. Fluctuations in the baseline value 

leads to fluctuations in the measurement of the pulse height which degrades the energy resolution 

of the system. Baseline fluctuations can occur due to high pulse rates, detector leakage current in 

dc couple systems, uncorrected pole-zero, or thermal drifts in electronic components. 
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Figure 4.14 - Pileup occurs when two pulses are close in time and are recognized as a single 

event by the acquisition system. a) Two pulses are accurately recognized b) Overlapped pulses 
recognized as a single pulse c) Complete overlap of the pulses recognized as one [58]. 

4.4 Ion beam analysis 

The versatility of electrostatic accelerators which can accelerate a variety of ion species from 

simple ions like hydrogen and helium, to very heavy ions such as gold and lead, using a wide range 

of acceleration voltages (e.g. from 0.1 MV up to 5 MV at RBI) made them a ideal tool for various 

applications. These applications can be grouped into those that are using the ion beams to 

characterize materials exposed to ion beams, or to modify their properties by ion beam irradiation 

or implantation. Figure 4.15 illustrates the main characterization techniques used along with the 

type of radiation there are based on. 

 
Figure 4.15 - Ion Beam Analysis (IBA) techniques. 

 

For the purpose of this work, we will focus on two techniques (highlighted in red in Figure 

4.15), Ion Beam Induced Charge (IBIC) [66] and the Transit Current Technique (TCT) [67]. IBIC 

spectroscopy is a widespread tool used for the characterization of charge transport in 
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semiconductor materials. It utilizes an ion beam on very low current (< fA) from an accelerator to 

induce charge carriers along the ion path in a detector volume [66]. The performance of the detector 

can be evaluated by measuring the amount of induced charge acquired by the detector. For this 

technique a charge sensitive amplifier is used with pulse processing to extract the pulse height 

which is proportional to the induced current on the detector electrodes. By collecting the height of 

each pulse over time, a histogram can be created representing a spectrum of collected charge by 

the detector as a function of energy. For a mono energetic beam on a detector with 100 % CCE, 

the pulse height should be always the same resulting in a single peak in the histogram at the specific 

beam energy. However, due to the presence of noise in the signal, the peak will be broadened. The 

width of the peak can be measured by its full width at half maximum (FWHM) and it represents 

the contribution of the noise in the detector and signal processing chain. If the CCE of the detector 

is not 100 %, the peak will shift to lower energies. Additionally, the ion beam can be scanned over 

the surface of the detector providing 2D information about the efficiency of the detector. By 

plotting the histogram peak position (energy) for every beam position, a map can be generated of 

the detector efficiency as illustrated in Figure 4.16. It can be observed from Figure 4.16 that the 

detector efficiency is lower at the edges of the electrode and damaged regions of the detector. 

Furthermore, TCT utilizes a current sensitive broadband preamplifier and information about charge 

transport in the diamond detector can be evaluated by the shape, rise, and fall times of the current 

pulses [12]. Figure 3.1 illustrates an example of a TCT pulse on an oscilloscope with the 

significance of each portion of the pulse outlined. This method is useful because it can provide 

information on which charge carrier was generated, how many charge carriers were generated and 

where. This information can be used by a digital system to discriminate between different types of 

radiation, specifically between gamma and neutrons in the context of this work. However, due to 

the use of a broadband preamplifier and no signal processing techniques to increase the SNR, noise 

minimalization is essential for TCT. 
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Figure 4.16 - Imaging of a diamond detector using the IBIC method. The image on the left 
illustrates the measured energy by the detector across its surface. The plots (a,b) show the 

acquired IBIC spectrum from ROI a) and b). The region a) has lower charge collection efficiency 
than region b) due to polarization as discussed in section 3.3. 
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5 NEUTRON DISCRIMINATION 

Over the years many neutron detectors have been developed [68] and none of them are 

exclusively sensitive only to neutron, but detect other forms of radiation as well. To isolate only 

the neutron portion of the signals from these detectors, discrimination techniques must be applied. 

Many techniques have been employed to discriminate neutrons from other forms of radiation both 

in the digitally and in the analog domain [69]. As will be discussed in this section, the main 

discrimination strategies are either based on detection of associate particles from nuclear reactions 

(see section Error! Reference source not found.), coincidence measurements or through the 

analysis of the pulse shape from the detector. Some of these methods have been already applied to 

diamond detectors and they will be investigated here in sections 5.2, 5.3 and 5.4. It should be noted 

that all these methods have only been demonstrated previously at room temperature with diamond 

detectors. For the purpose of this work, it was chosen to focus primarily on one type of 

discrimination method, that is pulse shape discrimination (PSD) and apply it to a diamond detector 

operating at cryogenic temperatures. PSD was chosen due to the design restriction imposed on 

μLoMs and the specific environment where they will operate. Furthermore, PSD has the additional 

benefit of being able to work in conjunction with other discrimination methods and further enhance 

them.   

5.1 Neutron induced spectra in diamond detectors 

As mentioned in section Error! Reference source not found., diamonds are used to detect 

neutrons indirectly through nuclear reactions which produce ionizing particles. For fast neutrons, 

the associated reactions are listed in Table 2.1 which produce ionizing particles throughout the 

detection volume of the diamond detector. These secondary particles create electron hole pairs as 

they interact with the diamond which drift and induce current in the detector electrodes. The 

expected spectra are illustrated in Figure 5.1 [70]. The figure on the left shows the spectrum 

obtained by 20.5 MeV and 8.3 MeV neutrons in black and blue, respectively. Due to the kinematics 

of the reaction and differences in the amount of energy transferred to the secondary particles, the 

spectrum shifts with incident neutron energies. The figure on the right of Figure 5.1 shows more 

spectra for neutron energies from 7.33 MeV to 20.5 MeV. Spectra under 7.33 MeV are not shown 

since the threshold for nuclear reactions is at 6.2 MeV. Below this threshold, no nuclear reactions 

take place, and the spectrum is composed only of system noise, gamma, x-ray radiation, and signals 



48 

generated by neutron recoils with carbon atoms. This creates a “background” spectrum at lower 

energies whereby analyzing only the height of the signal pulses from the detector, it is impossible 

to distinguish the source of radiation. 

 

 
Figure 5.1 - Spectra for Neutrons of 7 to 20 MeV [70]. 

 

For neutron energies below the threshold energy for nuclear reactions, only elastic scattering 

occurs between the neutron and carbon atoms. In this process the carbon atom is recoiled, and this 

recoil is a movement of charge which also induces current on the detector electrodes. As mentioned 

in section Error! Reference source not found., the maximum recoil energy can be calculated, and 

the spectrum will consist of a continuum of events up to this maximum recoil energy as illustrated 

in Figure 5.2 [26]. 

 

 

Figure 5.2 - Spectrum of fast neutrons below 6.2 MeV [26]. 
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If the neutron flux has to be determined, it can be estimated from the 12C(n,α)9Be peak created 

from the nuclear reaction by neutrons of energies greater than 6.2 MeV. However, as can be 

observed from the lower energy spectra from Figure 5.1 and Figure 5.2, there is no distinctive peak 

that can be used to estimate the neutron flux for neutrons under 6.2 MeV. All features in the 

spectrum are a superposition of many processes which cannot be easily isolated. For these lower 

neutron energies, as mentioned in section 2.3, elements that have a higher probability of undergoing 

nuclear reactions can be placed on top of the detector to act as a “converter” layer to transform the 

neutrons to ionizing particles which can be detected by the diamond detector. Figure 5.3 illustrates 

spectra obtained by a diamond detector with a 6LiF converter of various thicknesses [18]. The 
6Li(n,α)T reaction takes place inside the film and the diamond detects the α and T emitted from the 

film. This produces two peaks which are distinguishable and can be used to estimate the neutron 

rate. The figure also shows the impact of converter layer thickness on the spectrum. The thicker 

the converter layer, the more material which attenuates the α and T particles before they reach the 

diamond detector. This straggling in the converter causes broadening of the peaks in the spectrum. 

However, the probability of neutron interaction with the converter increases with the thickness 

leading to a tradeoff between detection efficiency and resolution.  

 
Figure 5.3 - Spectra for neutrons with 6LiF converter layer of various thicknesses.  
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5.2 Discrimination through detector configurations 

The use of a convertor layer is one of the possible ways to enable discrimination of neutrons 

as was discussed in the previous section. This concept can be taken a step further by sandwiching 

the converter between two diamond detectors. The single detector configuration is illustrated on 

the left of Figure 5.4, while the sandwich on the right [71].  

 

 
Figure 5.4 - Single and Sandwich Detector Configurations. 

 

The single detector (right of Figure 5.4) operates as described in the previous section where 

the neutron undergoes a nuclear reaction in the converter layer (6LiF or 10B2O3) and the biproducts 

are detected in the diamond. In the above figure, the intrinsic diamond detector is built upon a 

boron doped diamond layer for contact purposes and has not been detached from the High 

Temperature High Pressure (HTHP) substrate from which the CVD diamond was grown, which 

acts as an insulator. It should also be noted that since the nuclear cross section of the converter 

layer (see Figure 2.3) drops exponentially for fast neutrons (E > 1 MeV), the detector can 

simultaneously detect slow and fast neutrons. The sandwich configuration, on the other hand, is 

just a combination of two diamond detectors that share a common convert layer. This configuration 

increases the detection volume which makes it more efficient at detecting neutrons and allows for 

all products from the nuclear reaction in the converter layer to be collected (due to energy 

conservation, the products of the nuclear reaction are emitted at 180° to each other). Furthermore, 

if the two detectors in the sandwich configuration are read out independently, coincidence 

measurements can be made to discriminate neutrons [18], [23]–[25], [71]–[74]. Discrimination 

based on coincidence measurements will be discussed in more detail later in this section. 



51 

Neutron discrimination can also be achieved by specifically designing the electrodes on the 

diamond detector. Alpha particles released from the converter and diamond interactions with 

neutrons transverse only a few micrometers in diamond. Therefore, all created charge carriers are 

localized to a small region of a diamond as illustrated in Figure 3.1. Gamma radiation, on the other 

hand, interacts weakly with diamond and pass through the whole volume of the detector without 

losing too much energy and create charge carriers throughout the volume of the detector as 

illustrated on the right of Figure 3.3. By designing electrodes that can provide spatial information, 

ion interaction can be discriminated from photon interaction. However, the design on the electrodes 

also influences the detector capacitance which, as was discussed in the previous section, influences 

the SNR and can limit the system bandwidth. 

5.3 Discrimination based on Pulse Shape Analysis 

As mentioned above, ions and photons produce different ionization profiles since they interact 

with the diamond through different mechanisms. Photons produce charge carriers throughout the 

volume of the detector. These charge carriers start drifting to their respective electrodes at 

approximately the same time leading to an initial large induced current at the electrode which 

decreases linearly with time. As the charge reaches the electrode, they stop moving and therefore 

stop inducing current in the electrode. The charge that was generated closes to the electrode stops 

first, while the charge generated at the other end of the diamond must drift through the entire 

volume of the detector. Since the externally applied electric field is constant and the drift velocity 

of the charge carriers is constant, this leads to a triangular induced current profile as illustrated in 

Figure 5.5a [75].  

 
Figure 5.5 - Pulses generated by a) γ-ray and b) Alpha Particles [75]. 
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Ions, such as the alpha particles emitted from nuclear reactions with neutrons do not have 

enough energy to pass through the whole volume of the detector and they transfer all their energy 

to the diamond in a few micrometers. Since most of the generated electron hole pairs are 

concentrated at one location, the induced current profile follows more of a rectangular shape as 

illustrated in Figure 3.1 and in Figure 5.5b. Using the TCT method, the general induced current 

profile can be detected with slight deviations from the theoretical shape due to the RC time constant 

of the system. 

 

 
Figure 5.6 - Pulse shape discrimination parameters. 

 

Algorithms have been developed to analyze the base width, amplitude, area and slope of each 

pulse and discriminate neutrons from gamma radiation based on two or more of these parameters 

as show in Figure 5.6 [40], [75]. However, TCT signals are obtained with a broadband amplifier 

without any further pulse processing to improve the SNR and this method is very sensitive to noise 

which can dramatically alter the shape of the pulse. Furthermore, fast neutrons can generate 

secondary ionization particles anywhere in the volume of the diamond detector which will also 

influence the induced current profile. As can be observed from the 3D plot of Figure 5.7, the 

induced current profile varies as a function of where the alpha particle is created in the diamond 

volume. Only near the electrode and in the ballistic center of the diamond detector will the induced 

current pulse be completely rectangular. At all other positions, the current profile will have a large 
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initial peak and then a rectangular pulse as illustrated on the right of Figure 5.7 [75]. More advanced 

signal processing techniques, that will be discussed in more details in section 7.5, such as signal 

first derivative counting, frequency domain analysis, wavelet power spectrum discrimination have 

also been applied to TCT signals for the purpose of PSD [76]. These techniques have been applied 

to discriminate neutrons from photons with a diamond detector, however only at room temperature. 

As discussed earlier in section 3.5, the CCE of a diamond detector drops significantly at low 

temperatures resulting in the TCT pulse amplitude to be 20 % of the room temperature value. This 

significantly degrades the SNR and makes discrimination based on current pulse shape very 

difficult. 

 

 
Figure 5.7 - Alpha particle current profile vs generation depth in a diamond detector [75]. 

 

Pulse shape discrimination can also be performed using a charge sensitive preamplifier since 

the different induced current profiles will influence the rise and fall time of the integrated current 

pulse. Although a lot of signal information is lost due to the bandwidth limits of the charge sensitive 

preamplifier, discrimination will still be possible utilizing the zero-crossing method. If the zero-

pole correction is not applied to the output of a charge sensitive preamplifier or a bipolar shaper is 

used, the resulting signal will cross the baseline voltage level. Different rise and fall times will 

result in this zero-crossing point to occur at different times relative to the rising edge of the pulse. 

Discrimination can be performed by comparing the time between the leading edge of the signal 

and the zero-crossing point for various signals.  

Such methods are widely applied to neutron-gamma discrimination in scintillator-based 

detector systems. As with diamond detectors, particles and photons are detected through different 
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mechanisms which produce different pulse shapes at the output of the detector. In scintillator-based 

detectors, the length of the signal pulse is much larger resulting in an observable difference in the 

output of a charge integrating preamplifier as illustrated in Figure 5.8. 

 
Figure 5.8 - Output signals of neutron and gamma radiation from a scintillator detector coupled 

to a charge sensitive preamplifier [77]. 

 

Signals presented in Figure 5.8 are successfully discriminated by comparing the integral of 

the signals over two intervals. This method is one of the few discrimination techniques which were 

implemented to run on FPGAs in real time [78]–[80]. Another method which was also implemented 

to run in real time is based on measuring the similarity of two vectors by calculating the cosine of 

the angle between them. Mathematically this is expressed as: 

 

cos 𝜃 =
𝑥 ∙ 𝑦
|𝑥||𝑦| =

∑ 𝑥/𝑦/
,
/

e∑ 𝑥/"
,
/ e∑ 𝑦/"

,
/

(5.1) 

 

where the input pulse x is compared to a template pulse y over p number of points and 

discrimination can be performed based on the cosine of the angle between the two pulses. This 

method can be further simplified replacing the template function with a unit step function and only 

comparing a portion of the signal, such as the rising edge of the signal. In this case the equation 

simplifies to [81]: 

 

cos 𝜃 =
∑ 𝑥/
,
/
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,
/

(5.2) 
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The above presented methods are easier to implement and provide pulse shape discrimination 

for signals from a scintillator detector, however these methods are not 100 % efficient and the 

discrimination criteria has to be set manually. Due to these shortfalls, these methods are not reliable 

enough for radiation rate measurements in applications such as machine control and safety. In 

recent years, more advanced techniques utilizing machine learning and artificial neural networks 

are being applied to pulse shape discrimination to develop a more robust and reliable system and 

very high discrimination efficiencies have been achieved with these techniques [77], [82]–[84]. 

However these techniques require a vast dataset of reliable data for training purposes, which is not 

available for diamond detectors at low temperatures. 

Furthermore, the same problem of neutron gamma discrimination also exists in 3He neutron 

detectors. Advanced discrimination techniques such as Linear Discriminant Analysis and 

Multivariate Analysis were successfully applied both offline and in real time to signals from this 

type of detector to separate neutrons from gamma events [85]. 

5.4 Discrimination based on event coincidences 

As mentioned above in section 5.2, a detector layout can be chosen to allow for discrimination 

based on the coincidence of two signals in time. One example of this is with the sandwich detector 

layout where signals from one detector are compared to signals from the other and expected neutron 

reactions are discriminated by setting a coincidence time window.  

 

 

Figure 5.9 - Coincidence discrimination based on nuclear reaction products. 

 

Figure 5.9 illustrated a sandwich detector with possible strategies for detecting only neutrons. 

The figure on the left shows the reactions 6Li(n,α)3H and 10B(n,α)7Li for slow neutrons. Neutrons 

can be discriminated by only accepting events where both products of the reaction are detected. If 
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the output of the top and bottom CVD diamond detectors are combined, the energy from both 

reaction products will be detected resulting in a peak in the spectrum at higher energy, allowing for 

discrimination based on energy as well [18]. The figure on the right of Figure 5.9 illustrates possible 

reaction for fast neutrons, specifically 12C(n,α)9Be, 12C(n,n’)3α and 12C(n,n’)12C* reaction where * 

denotes an excited state. Neutrons can be discriminated by looking for events where only the 

specific coincidence of signals occur [74]. 

5.5 Summary of discrimination techniques 

Chapter 5 focused on discrimination techniques found in literature which could be applied to 

the signal generated by a diamond detector. Many of these techniques have been applied to 

diamond detectors, however techniques which were applied to other types of detectors were also 

presented. The following table presents a broader overview of discrimination techniques found in 

literature with the reasons why some were applied in this work while others were not.  

 

Table 5.1 - Summary of neutron/γ-ray discrimination methods from literature. 

Discrimination 
Technique Description Used with detector 

type 
Applicable to this 

work 

Voltage Threshold 
(Charge Integration) 

Setting a limit to the 
amount of charge 
expected to be 
deposited in the 
detector by each type 
of radiation. 

Scintillators [15], 
Semiconductors [32], 
[86] 

Not applicable to this 
work since the 
deposited charge by 
neutron and γ-ray can 
be the same. 

Pulse rise/fall time 
analysis  

Different radiation 
types interact with 
matter differently 
resulting in 
differences at the 
beginning and end of 
the pulse. 

Scintillators [15] 

Not applicable to this 
work as neutrons can 
generate a variety of 
rise/fall times 
depending on their 
point of interaction 
inside the detector 
(see sections 3.1 and 
5.3). 

Zero-Crossing 

Taking the second 
derivative of the 
pulse and 
discriminating based 
on when the base-line 
crossover occurs for 

Scintillators [87] 

Not applicable to this 
work since signals 
from a diamond 
detector do not have a 
specific second 
derivative zero 
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each type of 
radiation. 

crossing based on the 
type of radiation. 

FWHM 

Discrimination based 
on the triangle vs 
square pulse shaped 
of γ-rays and 
neutrons, 
respectively. 

Semiconductors [75], 
[76] 

Applicable to this 
work 

1st Derivative Peak 
Counting 

Neutron signals will 
contain multiple 
sharp changes in 
amplitude while γ-
rays produce one 
sharp change 
followed by gradual 
return to baseline. 
Counting these events 
can identify the type 
of radiation detected. 

Semiconductors [76] Applicable to this 
work 

Frequency Domain 
Analysis 

Discrimination by 
examining the 
different frequency 
components present 
in each signal. 

Scintillators [88], 
Semiconductors [76] 

Applicable to this 
work 

Wavelet Power 
Spectrum Analysis 

Similar to Frequency 
Domain Analysis 
with the addition of 
showing frequency 
changes in the signal 
over time. 

Scintillators [88], 
Semiconductors [76] 

Applicable to this 
work 

Pulse Gradient 
Analysis 
 
Frequency Gradient 
Analysis 

Based on the different 
in the zero-order 
frequency (DC 
component) for 
neutron and γ-ray 
signals. 

Scintillators [89] 

Not applicable to this 
work since neutron 
and γ-rays do not 
produce the same 
difference in signal 
shapes with a 
diamond detector. 

Cosine Similarity 

Fitting acquired 
pulses to models 
using the Cosine 
formula as described 
in section 5.3 

Scintillators [81] 

Applicable to this 
work due to its 
simplicity and 
flexibility to not only 
compare signals to 
models but to 
reference signals as 
well. 
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Least Square 
Similarity 

Fitting acquired 
pulses to models 
using the Levenberg-
Marquardt nonlinear 
least squares 
algorithm and 
evaluating the quality 
of the fit. 

Scintillators [90] 

Applicable for this 
work, however it was 
chosen to focus on 
the Cosine Similarity 
algorithm instead due 
to a less resource 
intensive 
implementation for a 
real time system. 

Time of Flight 

Discrimination based 
on the different 
relative speeds of 
neutrons and γ-rays. 

Scintillators [91], Gas 
Detectors [92] 

Not applicable to this 
work since only one 
detector is used. 

Time over Threshold 

Measuring the time a 
signal is over a 
certain amplitude 
value. 

Scintillators [93], 
Semiconductors [60] 

Not applicable to this 
work as both neutron 
and γ-ray signals can 
have similar times 
over a given 
threshold dependent 
on the energy of the 
radiation. 

Sandwich Detectors 

Using multiple 
detectors in 
coincidence to detect 
nuclear reaction 
products. 

Scintillators [91], 
Semiconductors [18] 

Not applicable to this 
work since only one 
detector is used. 

Machine Learning 

Using neural 
network, random 
forest or principal 
component analysis 
algorithms to help 
group pulse shape 
features which can be 
used to discriminate 
between neutrons and 
γ-rays. 

Scintillators [69], 
Semiconductors [84], 
Gas Detectors [85] 

Not applicable to this 
work since machine 
learning algorithms 
require a vast dataset 
for training which is 
not available. 
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6 EXPERIMENTAL SETUP 

Up to this point the theoretical background of signal creation and processing in diamond-based 

radiation detectors has been presented, along with the complications arising when operating such 

a detected at cryogenic temperatures. From the literature review, it was found that in certain cases 

(alpha particle detection) the performance of a diamond detector decreases drastically at cryogenic 

temperatures. This has been only tested using closed radioactive sources [31], [32] and has not 

been confirmed for other radiation types, including neutrons. From this, three main areas for 

scientific contribution were identified and are the basis of this work: 

 

1. Develop an apparatus to test the charge collection efficiency of a diamond detector at 

cryogenic temperatures with light and heavy particles as well as neutrons and γ-rays. This 

requires the development of an experimental setup based on a cryogenic pump, instead of 

using a liquid helium Dewar as to our knowledge was the only previously used approach. 

In addition, this setup needs to be connected to a particle accelerator. Particle accelerators 

and cryogenic pumps contain a lot of noise sources, and the apparatus must be highly 

optimized to allow for the measurement of very small signals which are expected from the 

diamond detector at cryogenic temperatures [65], [94]. 

2. Asses for the first time the charge collection efficiency behavior from room temperature 

to cryogenic temperatures for various ion, γ-ray, and neutron radiation and identify the 

main physical parameters that affect the CCE at cryogenic temperatures to aid in the 

understanding of the underlying physics behind this phenomenon [94], [95]. 

3. Optimization of the analog and digital components of the signal processing chain to 

maximize neutron measurement efficacy in a mixed radiation environment at cryogenic 

temperatures. Benchmarking and the creation of a database of neutron and γ-ray TCT pulse 

shapes. Comparison of the pulse shapes to theory and development of a PSD algorithm to 

separate neutron events from γ-rays [95]. 

 

On the basis of the above, this chapter begins with the description of two experiments in 

section 6.1 that are, to our knowledge following a literature review, the most relatable to this work. 

Results and methodologies from these two experiments are particularly relevant to the aim of this 

work. Both experiments utilized a liquid helium Dewar to achieve cryogenic temperatures and a 
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radioactive source, 241Am and 252Cf, respectively [31], [32]. The results of the experiment utilizing 

the 241Am source are compared to data acquired in this work for alpha particles in section 7.2. As 

will be described in section 6.1, the data for neutrons acquired from the experiment utilizing the 
252Cf source are inconclusive and could not be used as a reference. This section also describes in 

more detail the expected operating environment for the neutron detector (μLoM) being developed 

and the constraints brought on by this. These constraints influenced the design of the detector, and 

it was also one of the reasons why PSD was chosen for this work (described previously in section 

5). All the results described from section 6.2 to the end of this dissertation present original work 

performed as a part of this thesis. This is also a first experimental test of the original hypothesis 

which is to determine if a diamond-based detector can function as a neutron detector at cryogenic 

temperatures. This includes the design of the electrodes which were evaporated onto the diamond 

crystal, the design and construction of the detector PCB and encloser for noise minimization, the 

design and construction of the vacuum chamber and integration with the cryopump. As well as the 

conceptualization and programming of the remote-control system and the data acquisition system 

along with modification to the DAQ software SPECTOR which all had to work synchronously. All 

the simulation also had to be performed as part of this work to determine the correct experimental 

parameters. 

Section 6.2 describes the bare scCVD diamond crystal that has been purchased and which was 

made into a detector as a part of this work investigations. This allowed for the optimization of the 

experiment down to the lowest level, including the design of the electrodes. Section 6.3 describes 

the innovative cryogenic setup constructed to cool the detector and allow for various ion beams 

from particle accelerators to impinge on it. To operate this experimental setup, described in section 

6.4, a custom control and acquisition system had to be developed and optimized for the expected 

signal characteristics. Furthermore, to successfully investigate the performance of the detector at 

cryogenic temperatures, experimental parameters had to be determined by performing Monte Carlo 

simulations (presented in section 6.5). From the simulations, experimental parameters such as 

which ion beam and at what energies should be used to systematically test the detector were 

determined. The last section in this chapter describes each performed experiment and the 

measurement procedure that was followed. Each experiment procedure was derived from 

information found in literature to minimize systematic errors. Systematic error that could arise from 

polarization effects (section 3.3) or induced noise (section 4.2), among others, could greatly 
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influence the results. Therefore, a lot of effort was dedicated to systematically going through each 

step in the experimental procedure and comparing them to the literature in order to ensure standards 

are followed.  

 

To summarize, the whole chapter 6 is devoted to the design, development and construction of 

a test apparatus which has the capability of cooling and maintaining a diamond detector at various 

temperature setpoints from room temperature down to cryogenic temperature while allowing for 

the impingement of accelerator ions, gamma radiation and neutrons on the detector in a controlled 

environment. The following section will present the results of the experiments performed along 

with their analysis, evaluating the performance of a diamond detector at cryogenic temperatures in 

various radiation fields and identifying the main parameters which affect the performance. The 

final section of this work (chapter 7) will be devoted to the analysis of the TCT datasets obtained 

during the experiments, the processing of these datasets to benchmark the various signal shapes 

expected from the detector. Following this benchmarking, various PSD techniques will be applied 

to the datasets and their performance evaluated. 

6.1 µ-Loss Monitors for DONES 

The design of the apparatus was dictated by the type of data which was going to be collected 

to prove the hypothesis that a diamond detector can be used at cryogenic temperatures for neutron 

detection. As stated in the introduction, this work is motivated by its potential application of using 

a diamond-based detector as a µLoM for the beam diagnostic in DONES. Therefore, work already 

performed in the preliminary studies by other authors, to evaluate the operation of a diamond 

detector at cryogenic temperatures will first be presented and their conclusions outlined as these 

guided the direction of this research and influenced the design of the experiments.  

Preliminary research on the feasibility of using diamond detectors for µLoM to measure the 

neutron flux for the Linear IFMIF Prototype Accelerator (LIPAc) has been performed by a group 

from CEA Saclay Nuclear Research Center. This section will summarize their published work 

presented in [3]–[5], [32] since the DONES facility is an evolution of LIPAc. DONES will consist 

of two accelerators each capable of providing a deuterium beam of 40 MeV at 125 mA while LIPAc 

is a test setup of the first components of the accelerator as illustrated in Figure 6.1. 
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Figure 6.1 - µ-loss monitor location. 

 

The largest beam halos are expected right before the superconducting solenoid focusing 

magnets located inside the half wave resonator (HWR) cryostat and it is therefore recommended 

that the µLoM be placed as close as possible to the beam axis right next to the magnets as illustrated 

in Figure 6.1. Furthermore, to provide redundancy and angular information, three µ-loss monitors 

are planned be placed at 120° to each other around the beam axis. Radiation at this location will be 

caused by the emission of secondary particles from the interaction of the deuterium beam with the 

beam tube wall. Neutrons are generated from the deuterium breakup and D-D reactions, along with 

γ-rays and x-rays from the superconductive cavities. The neutron and γ-ray flux at the µLoM 

location was simulated for the first HWR module which accelerates the deuterium beam from 5 

MeV to 9 MeV. The simulated energy spectra are displayed in Figure 6.2 where the top plot (a) 

contains both the neutron and γ-ray spectrum on a logarithmic energy (x-axis) scale, while plots 

(b) show the same spectrum separately. It can be concluded from these spectra that the µLoM 

should be sensitive to neutrons up to a few MeV in energy and able to discriminate these neutrons 

in a γ-ray background with energies up to 10 MeV. X-ray radiation is also expected to be significant 

inside the HWR cryostat, however their energy range will be shifted to smaller energies and has 

µ-Loss 
Monit

or 
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not yet been simulated. It is expected that the energy distribution of gamma and neutron radiation 

will shift to higher energies for the subsequent HWR where the beam energy is higher. 

 

 
Figure 6.2 - Radiation at µ-loss monitor location. a) combined plot, logarithmic energy scale. b) 

separate plots, linear energy scale for γ radiation. 

 

Several experiments were performed by the CEA group to confirm the suitability of diamond 

for its operation as a µLoM. Jan Egberts [3], as part of his PhD thesis, tested a diamond detector in 

a Dewar with a Californium (252Cf) source at 77 K using liquid nitrogen and at 4.2 K using liquid 

helium. 252Cf decays to Curium (248Cm) by emitting a 6.1 MeV α particle with 97% probability. 

More importantly, 252Cf has a 3% probability of undergoing spontaneous fission producing, on 

average, 3.75 neutrons with a most probable energy of 0.7 MeV and average energy od 2.1 MeV 

[92]. Since the source was placed outside of the Dewar, alpha particles were absorbed and only the 

neutron spectrum was expected to reach the diamond. However, γ-rays of energies below 150 keV 

are also emitted through the two decay chains of 252Cf. The resulting energy spectra acquired in 

their experiments at lower temperatures matched the room temperature spectra. The only 

recognized difference was in the high energy part of the acquired spectra which was expected due 

 

b) 

a) 
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to the lower CCE of the diamond at lower temperatures. These experiments confirmed that the 

diamond detector works at cryogenic temperatures, which was the primary goal of these 

experiments. However, since experiments were done in mixed γ-ray/neutron radiation fields, they 

did not confirm that the detector actually registered neutrons, since no differences in the energy 

spectra were observed when a CH2 neutron absorber was placed between the 252Cf source and the 

diamond. Experiments with neutrons of the same author were performed only at room temperatures 

using a particle accelerator. Neutrons of 0.6, 0.75, 1.2 and 2.1 MeV were generated using various 

beam-target combinations. The resulting neutron energy loss spectra discriminated based on time-

of-flight with an associated γ-ray emission are presented in Figure 6.3.  

 

 
Figure 6.3 - Neutron energy loss spectra and simulations [3]. 

 

Furthermore, experiments were also conducted to test the Front-End Electronics (FEE) to 

estimate the effects of the superconducting solenoid, cable length and preamplifier placement will 

have on the acquired signal from the detector. Due to the µLoM position inside the HWR 

cryomodule, a minimum cable length of 3 meters is needed to separate the diamond from the 

preamplifier. Due to the low capacitance of diamond detector, the length and therefore capacitance 

of the cable itself will greatly impact the final noise in the signal arriving to the data acquisition 

system. It is therefore proposed to place a broadband radiation hard amplifier next to the cryostat 

three meters from the detector followed by another 20 meter cable leading to the electronics room 

as illustrated in Figure 6.4. The broadband amplifier was also used with a threshold counter/scaler 
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to determine the rate of particles impinging on the diamond detector. The experiment was 

performed using a Cobalt-60 (60Co) γ-ray source and the signal arriving at the counter had a 

sufficient SNR for discrimination based on pulse height threshold.  Further experiments were 

proposed to use a second shaping amplifier in the electronics area with an analog to digital 

converter (ADC) to obtain the full energy deposition spectrum. However, no publications were 

found for this proposal.  

 

 
Figure 6.4 - Front End Electronics Setup. 

 

Additional experiments were performed by the RD42 group at CERN at low temperatures but 

only to evaluate the radiation hardness of diamond detectors when exposed to large levels of 

radiation from proton beams at the Large Hadron Collider (LHC) [47], [96]. All performed 

experiments by the group confirm that a diamond detector can function as a µLoM. However, many 

other aspects must be explored in order to successfully create a µLoM. 

6.2 Diamond detector 

The design of the diamond detector used in this work was based on a scCVD diamond of 

detector grade produced by Element Six Ltd. (E6). The diamond crystal was an area of 4.7 x 4.7 

mm2 and a 300 µm thickness. To minimize the number of parameters and simplify the signal 

analysis, a simple coplanar geometry was chosen for the electrodes. The top and bottom of the 

crystal were metalized in the Diamond Sensors Laboratory of CEA-LIST with 200 nm thick 

tungsten with an area of 3 x 3 mm2 by using the photolithographic technique (Figure 6.5a).  

 



66 

 
Figure 6.5 - Detector assembly. a) Electrode configuration on the diamond crystal b) Diamond 

mounted on PCB. 

 

The quality of the bond between the electrodes and the diamond crystal is a critical parameter 

which influences the noise in the signal readout of the detector. It is desirable that the metal 

diamond interface is ohmic, that the current flowing through the device as a function of applied 

bias voltage is linear. However, this interface can also be nonlinear with respect to the bias voltage 

(Schottky contact) where a potential barrier is formed at the interface of the two materials. This 

potential barrier is the result of matching the work function of the metal contact with the Fermi 

level in the semiconductor at the metal-semiconductor interface. However, the metal that will 

create a good ohmic contact is not necessarily the best electrode material as it may be a poor 

conductor or may be difficult for connecting external wires. To overcome this issue, electrodes 

made from multiple layers (such as Ti/Pt/Au) or using diamond-like carbon (DLC) as the first layer 

are commonly used [18], [47]. For the purposes of this work, W was chosen for the contact metal 

due to its temperature stability and a work function that is close to that of diamond, knowing that 

wire bonding external leads to the electrode would be difficult. The I-V measurement of the 

detector, illustrated in Figure 6.6, shows an almost ohmic contact and a very low leakage current.  
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Figure 6.6 - I-V Measurement of diamond detector. 

 

In order to study the behavior of the diamond detector at cryogenic temperatures, a printed 

circuit board (Figure 6.7) was designed and manufactured out of an aluminum nitrate (Al(NO3)3) 

substrate instead of FR4 with the wire leads made from 70 µm copper coated with electroless nickel 

immersion gold (ENIG). The diamond crystal and the Cernox CX-1070 temperature sensor were 

mounted on the PCB using a silver paste which has excellent thermal and electrical properties at 

cryogenic temperatures. Wire bonding alone to the W top contact resulted in a weak mechanical 

bond and a small amount of silver paste had to be used in conjunction with the wire bonding 

machine to secure the contact.  

 
Figure 6.7 - Detector PCB with connector and pad for diamond crystal. 

To further minimize the induced noise, the diamond crystal and PCB were enclosed in a copper 

case to act as a Faraday cage with only the signal wires protruding from the side and a hole left 

above the diamond crystal allowing for the ion beam to pass through as illustrated in Figure 6.5b.  
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6.3 Cryogenic system 

As described above in section6.1, previous studies achieved cryogenic temperatures by 

submerging the detector into a Dewar of liquid helium and closed radioactive sources were either 

attached to the detector inside the Dewar or placed right outside the Dewar. While this method 

achieves lower temperatures with minimal noise added to the system, it also limits the experiments 

to the use of closed radioactive sources. To avoid this limitation and allow for experiments using 

ion beams, it was decided to use a cryopump instead to achieve cryogenic temperatures at the 

expense of added noise due to the mechanical operating principle of such a system. The detector 

assembly was mounted on the cold-head of a Leybold-Heraus RPK400 cryopump along with a 25 

Ohm resistor for temperature regulation. A purpose build vacuum chamber was fabricated and 

attached to the cryopump containing feedthroughs for the detector signal, temperature sensors 

signal and heater connections. The experimental chamber was designed using the SolidWorks 

computer aided design (CAD) package (Dassault Systèmes, 2020) to assure a compact design and 

a proper alignment to the ion beam.  

 
Figure 6.8 - Exploded view of experimental setup. 
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Figure 6.9 - Cross-section view of experimental setup. 

 

Figure 6.8 illustrates all the components of the vacuum chamber and the cryopump assembly. 

As can be observed from the figure, the diamond crystal on the PCB is enclosed in the detector 

case which rests on top of a copper base plate along with the heater. The detector and heater are 

mounted on the cold-head of the cryopump as depicted in Figure 6.9. These components are further 

enclosed by a lid, creating an inner volume around the cryopump cold-head for better thermal 

isolation. Only the cables connecting the detector, thermometer and heater pass through the inner 

volume lid and are connected to the feed throughs located on the vacuum chamber. The temperature 

sensor and heater were connected using a phosphor bronze (CuSnP) alloy single lead wire which 

is optimized for cryogenic applications. The cryopump is designed to cool the detector to the 

minimum achievable temperature, the heater was added and used to achieve all intermediate 

temperatures required for this work. The detector is connected using a standard shielded coaxial 

cable with a subminiature version A (SMA) connector to minimize the amount induced noise, 

however this is not optimal for cryogenic purposes and limits the lowest achievable temperature 

the system can reach due to thermal leaks. Using a combination of a rotary mechanical vacuum 

pump coupled with a turbo molecular vacuum pump (Pfeiffer Vacuum HiCube 80 Eco), a pressure 

of ~ 10-6 mbar was achieved at room temperature. With these conditions, the lowest achievable 

temperature of the system at the position of the diamond was 46 K. The foreseen operating 
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temperature of 4.5 K required for µLoM in DONES was not achieved. However, based on previous 

studies found in literature and discussed above, the response of a diamond detector at 46 K should 

be comparable to the response at 4.5 K. 

6.4 Data acquisition and experiment control 

Experiments using this setup were performed with ion beams, neutron, and γ-rays, that is in 

intense radiation fields, therefore all data acquisition and instrument control had to be performed 

remotely. Remote control was achieved using the Experimental Physics and Industrial Control 

System (EPICS) framework [97]. Dedicated input output controllers (IOC) with individual drivers 

were written for each instrument used and compiled to run on a Raspberry Pi Model 3B+ single 

board computer. The Cernox CX-1070 RTD cryogenic temperature sensor signal was readout with 

a Lake Shore Cryogenic Model 211 Temperature Monitor which was connected to the Raspberry 

Pi using the RS-232 communication protocol. The 25 Ohm resistor (heater) was powered using a 

Hameg HMP2030 Power Supply while the bias voltage on the detector was provided by a ISEG 

NHQ-202M high voltage power supply. Figure 6.10 provides a schematic overview of the 

connection between each instrument and the control computer.  

 

 
Figure 6.10 - Instrument Control Schematic. 

Deploying EPICS allowed for the connection of multiple instruments using the RS-232 serial 

communication protocol with device specific commands to be abstracted to general commands 

which could be sent and received using the UDP/TCP protocol. Furthermore, the UDP/TCP 

protocol has the additional benefit of being compatible with the LAN network and allowed for 
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complete experiment control from a safe location. A soft proportional-integral-derivative (PID) 

controller was also programmed into EPICS to acquire temperature values and control the current 

output of the heater power supply. After calibrating the PID controller, temperature stability of ± 

0.1 K was achieved. A human-machine interface (HMI) was created in Phoebus (Control System 

Studio, 2023) to control all three instruments from a single screen and automatically plotted all 

crucial information such as the temperature, heater current and detector leakage current. 

 

 
Figure 6.11 - Signal processing chain. a) Charge sensitive preamplifier for energy spectra 

acquisition. b) Current sensitive preamplifier for TCT signal acquisition. 

 

The signal processing chain and data acquisition setup varied depending on the type of data 

being collected. Two datasets were collected for each experiment to provide more information 

about the underlining physics of signal creation inside the diamond detector. Figure 6.11a 

illustrates the signal processing chain used for IBIC measurements to study the total energy of the 

impinging radiation collected by the detector. This is the first dataset acquired for this work. For 

this measurement a charge sensitive amplifier (described in section 1) was used to integrate the 

current pulse from the detector electrodes. Three different charge sensitive preamplifiers were 

studied, each optimized differently to maximize the SNR: Ortec 142, Amptek A250CF CoolFET 

and Cividec C6. The Ortec 142 preamplifier is the most commonly used preamplifier in nuclear 

instrumentation and achieves a good SNR for a wide variety of experiments involving the detection 

of ionizing radiation. An energy resolution of 181 keV for 5.1 MeV alpha particles was achieved 

with this preamplifier. However, when this amplifier was used in conjunction with the cryopump, 

dielectric noise caused by the vibration of the chamber and associated cables at the feedthroughs 

degraded the resolution and made it unusable at cryogenic temperatures. The Amptek A250CF 
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CoolFET preamplifier is also a general application preamplifier with the addition of a Peltier cooler 

added to the first stage transistor. This decreases the thermal noise in the transistor channel resulting 

in a better SNR. An energy resolution of 106 keV for 5.1 MeV alpha particles was achieved with 

this preamplifier. However, as with the Ortec 142 preamplifier, the dielectric noise caused by the 

vibration of the cryopump was too large for use at cryogenic temperatures. The two preamplifiers 

described thus far are general purpose preamplifiers which can be used with a wide variety of 

detector types.  

The Cividec C6 detector preamplifier is specifically designed for diamond detectors. It is 

optimized for the fast signals expected from a diamond detector and has a Gaussian impulse 

response achieved by an RC-CR bandpass filter. The impulse response of this preamplifier is a 

Gaussian shape with a rise time of 3.5 ns and a pulse width of 10 ns [98]. This filter is specifically 

designed for signals generated from a diamond detector and therefore a more optimally chosen cut-

off frequency. An energy resolution of 98 keV for 5.1 MeV alpha particles was achieved with this 

preamplifier. Additionally, due to the highpass filter dielectric noise from the cryopump was 

filtered out at the beginning of the signal processing chain allowing for a better SNR even at 

cryogenic temperatures. As further depicted in Figure 6.11a the fast exponentially decaying signals 

from the preamplifier were digitized using a 250 MSPS 12-bit ADC and processed with a digital 

trapezoidal filter with a rise/fall time of 80 ns, no flat top and the differentiation constant (M) set 

to 0 due to the fast decay time of the signal inside a Virtex 6 FPGA. This filter was used to further 

increase the SNR as described in section 4.3. The FPGA extracted the pulse height of each signal 

and stored it along with other parameters such as the signal timestamp and ion beam position to the 

onboard DDR4 memory. The acquisition/control computer running the SPECTOR software read 

out this information through the TCP protocol, compiled energy histograms and saved the data on 

an event by event basis for further analysis [65]. 

The second dataset was collected using the TCT method with a signal processing chain 

illustrated in Figure 6.11b. This dataset provides insight into the movement of the charge carriers 

generated inside the volume of the diamond detector for the purpose of identifying the impinging 

type of radiation based on the pulse shape. For these purposes a current sensitive preamplifier had 

to be used which acts as a broadband amplifier and does not alter the signal shape. The amount of 

noise induced in the signal at the first stage amplification is critical because all further stages will 

amplify this noise along with the signal. This makes the first stage amplifier the critical component 
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in signal processing chain as was deduced from the analysis of the signal processing chain in 

section 4.2. Charge sensitive amplifiers contain filters to limit the amount of noise that is amplified 

by later stages, however the broadband requirement of a current sensitive preamplifier for TCT 

measurement does not allow for this as it will modify the signal shape. Therefore, all noise is 

amplified along with the signal. Since this noise depends on the environment where the experiment 

is performed, the exact spectrum of the noise cannot be analytically determined. Two current 

sensitive preamplifiers were tested (Micron Semiconductor DBA-IV and Cividec C2-HV) in order 

to experimentally determine the impact of this noise and how to minimize it. Both preamplifiers 

are very similar in performance and the Cividec C2-HV preamplifier was chosen in the end due to 

the requirement of one less power supply in the experimental setup. As calculated in section 3, for 

5 MeV alpha particles, 7.8 µA of current is induced on the electrode with a pulse width of 5 to 10 

ns at room temperatures. Therefore, using a preamplifier with a gain of 40 dB over a 50 Ohm 

system, a maximum pulse height of 400 mV is expected. Due to the width of the expected pulse, a 

fast digitizer had to be used. For the TCT experiments, the LeCroy WaveMaster 8500A 

oscilloscope with an acquisition speed of 10 GSPS and a bandwidth which was limited to 3 GHz 

was used due to the preamplifier bandwidth being only 2.5 GHz. Limiting the bandwidth to 2.5 

GHz removes the sharper edges in the signal which result from higher frequency components and 

effectively smooths out the signal as can be observed when comparing Figure 7.14 a) and b), 

respectively. Two trigger conditions were set on the oscilloscope for isolating the TCT pulses from 

background noise caused by the operation of the accelerator and other equipment. An amplitude 

trigger condition was set to -20 mV, just outside the noise level. As illustrated in Figure 7.11a, 

sinusoidal noise caused by the interference of the neutron generator deuterium ion source plasma 

oscillator could not be completely eliminated. This superimposed noise limited how low the 

amplitude trigger level could be and consequently the minimum acquired signal amplitude. 

Neutrons and γ-rays with an energy less than 2 MeV were therefore not recorded. As is observed 

from Figure 7.4a this portion of the spectra is dominated by incomplete charge collection events, 

higher Q value reactions and elastic collisions. Due to the wide variety of different possible signal 

origins, this portion of the spectra provides no additional information for this work at room 

temperature. However, at cryogenic temperatures where the charge collection efficiency is low, 

this will result in far less events being recorded requiring longer experiment times to acquire the 

same number of traces. The second trigger condition was therefore set for the pulse width which 
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helped filter our high frequency burst noise caused by cell phones and other wireless antennas in 

the vicinity. The width trigger was estimated to be in the range of 4 ns at room temperature, using 

the values of mobility of the charge carriers from literature [51], the thickness of the diamond and 

the applied bias. Therefore, the minimum pulse width trigger condition was set to 3 ns and further 

decreased down to 2 ns at low temperatures. It was found that the aforementioned trigger criteria 

provided the optimal balance for acquiring the smallest signal levels without the trigger being 

dominated by noise. All data acquired was stored locally on the oscilloscope and further processed 

offline using the MATLAB (MathWorks, 2017) software package. Using this procedure, more than 

3000 TCT traces were acquired at each temperature setpoint per experiment. 

After evaluating the performance of three charge sensitive preamplifiers and two fast current 

sensitive amplifiers, the optimal signal processing chain for IBIC measurement was found to be 

the Cividec C6 charge sensitive preamplifier couple with the developed DAQ based on the Virtex 

6 FPGA and 12-bit 250 MSPS ADCs. As described in the paragraph above, the parameters of the 

trapezoidal filter in the FPGA had to be modified beyond the usual functionality to disable the 

differentiation component in order to efficiently process the fast Gaussian impulse response of the 

non-standard preamplifier. The signal processing chain used by the most related experiment from 

literature, performed by Marrocle et al. [32] (described in section 6.1) used a fast charge sensitive 

amplifier developed by GSI [99] coupled with a commercially available digitizer (CAEN V1720) 

which has similar characteristics as to the DAQ used in this work. The impulse response function 

of the preamplifier was not found in literature, nor were the exact parameters used by the digital 

pulse processing unit in the CAEN digitizer. The optimal signal processing chain for the TCT 

measurement was derived from this work was the combination of a Cividec C2-HV preamplifier 

coupled with the LeCroy WaveMaster 8500A 10 GSPS oscilloscope with the bandwidth limited to 

3 GHz. The novel approach of using two trigger conditions, as described in the paragraph above, 

to filter the acquired signals in real time with the added lowpass and notch filter (described in 

section 7.3) were not found to be used before in literature. The most related experiment found in 

literature, performed by Jansen et al. [31] (described in 6.1) also used a Cividec preamplifier 

however, the model was not specified. In this experiment similar two trigger conditions were used 

however, the width condition was not modified for measurements at lower temperatures. 

Furthermore, all recoded pulses with a SNR < 3 were rejected and no filtering was applied to the 

data. For this work, rejecting pulses with a SNR < 3 was not an option as these signals are valid 
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and need to be recognized by a μLoM installed in the DONES accelerator. The additional filtering 

developed in this work allowed for the successful processing of signal with a SNR < 3. 

6.5 Experiment simulations 

Simulations were performed for each experiment to choose the parameters that best 

characterize the subject which was being investigated. Also, simulations are performed to predict 

the results of experiments and help with their interpretation. Processes involving radiation are 

stochastic by nature and therefore Monte Carlo based simulation tools were used for the preparation 

of the experiments. For experiments with ions, the SRIM [16] software package was used to 

simulate the ionization profile of various ion inside the diamond crystal. To minimize the number 

of unknown parameters in the experiment, it was crucial to choose the energy of each type of ion 

impinging on the diamond detector, so their trajectory (depth) was the same. Figure 6.12 shows the 

results of the SRIM simulations, depth profiles (left graph) and ionization profile (right graph) for 

each ion used in the experiment. Table 6.1 summarizes these results. The depth of 5.6 µm was set 

for each ion due to the limitation of the acceleration voltage achievable by the particle accelerator. 

 

Table 6.1 - Calculated ion energies for same depth in a diamond crystal. *Eeh = 13.6 eV [100] 

Ion Energy [MeV] Longitudinal Range [µm] e-h Pairs* 
H+ 0.8 5.6 ± 0.2 60,377 

He2+ 3 5.6 ± 0.1 226,415 
Li2+ 5.6 5.6 ± 0.1 422,642 
C4+ 12.8 5.6 ± 0.1 966,038 
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Figure 6.12 - SRIM simulation for ions. a) 0.8 MeV H+ b) 3 MeV He2+ c) 5.6 MeV Li2+ d) 12.8 

MeV C4+. 
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For experiments involving γ-rays and neutron radiation, Monte Carlo simulation were carried 

out by means of Geant4 (v9.6.3) [101] using the European Space Agency Geant4 Radiation 

Analysis for Space (ESA GRAS v3.3) simulation tool [102]. While CERN’s ROOT Data Analysis 

Framework [103] was used to interpret the simulation. Geant4 allows for the simulation of the 

energy deposited inside materials using the Monte Carlo technique from which energy spectra can 

be calculated, predicting the ideal results of an experiment. These simulations were crucial for 

determining the energy of γ-rays most suitable for this work. That is, energy spectra which contain 

a well-defined Compton edge so they can be further evaluated as will be discussed in section 7.1 

of this work. The Geant4 simulation results in a ROOT file with a tree structure containing all 

interaction locations and energy transfer from the impinging radiation to the set material. A ROOT 

script was written to process these results and calculate the cumulative energy deposition per γ-ray 

in the material and record these results in the form on a histogram as presented in Figure 6.13. 

 
Figure 6.13 - Geant4 simulation of gamma ray energy deposition in a diamond crystal. a) 200 

keV b) 440 keV c) 800 keV d) 2000 keV. 

 

From the simulation results in Figure 6.13, it can be observed that the Compton edge is visible 

at lower γ-ray energies and is indistinguishable from the background at higher energies. Therefore 

for experiments with γ-rays, an energy of 440 keV which was possible to achieve using a particle 

accelerator and the 23Na(p,p’γ) reaction was chosen as will be discussed further in the following 

section. However the 23Na(p,p’γ) reaction produced two γ rays with higher intensity, specifically 

with energies of 440 keV and 1643 keV. Therefore, the resulting spectra will be a superposition of 

these two γ-ray energies as illustrated in Figure 6.14. 
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Figure 6.14 - Simulated spectra of the 23Na(p,p’γ) reaction which produces two γ rays of higher 

intensities at energies 440 keV and 1634 keV. 

 

Neutron spectra were also simulated in Geant4 to aid with the analysis of the results. As 

described previously in section 2.3, neutrons can undergo many reactions inside the diamond 

crystal and simulations were vital to identify the various features in the neutron spectrum as 

illustrated in Figure 6.15. 
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Figure 6.15 - GEANT4 simulation of 14.1 MeV neutrons on a diamond crystal. 

 

6.6 Measurements 

To evaluate the effectiveness of a diamond detector at cryogenic temperatures for such roles 

as a µLoM, three experiments were conducted using: 1. Ions, 2. γ-rays, 3. Neutrons. In this section 

all experimental parameters will be described as this is important for the evaluation of the resulting 

data. All experiments evaluated the response of a scCVD diamond detector from room temperature 

down to 46 K using the setup described in section 6.3 and collected data using the two methods 

described in section 6.4. Experiments with ions and γ-rays were performed at the Ruđer Bošković 

Institute Laboratory for Ion Beam Interaction, while experiments with neutrons were performed at 

the Ruđer Bošković Institute Neutron Generator facility and the Tandem Accelerator Facility at the 

Institute of Nuclear Physics, NCSR “Demokritos” in Athens, Greece.  
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6.6.1 Ions 

For the experiment performed with ions, the setup was mounted downstream from the nuclear 

microprobe at the Laboratory for Ion Beam Interactions [104] as illustrated in Figure 6.16. The 

nuclear microprobe allowed for focusing the ion beam to micron dimensions and scanning the 

beam across the diamond detector surface. The main aim of this experiment was to measure the 

detector response from room temperature down to 46 K to different ions and compare their CCE. 

The ions and their associated energies used in this experiment were obtained from simulation and 

summarized in Table 6.1. As can be seen from Table 6.1, although the range of all ions is the same, 

the number of created electron hole pairs is significantly different between them. An average 

energy for charge pair creation of 13.6 eV [100] was used to approximate the generated number of 

charge carriers for each ion. This allowed for the study of the influence of ionization density on the 

CCE dependence on temperature since the carbon beam produced 16 times more charge carriers in 

approximately the same volume as the proton beam.  

 

 
Figure 6.16 - Experimental setup installed downstream from the nuclear microprobe. 

 

Before the experiment, the beam was focused and scanned over the detectors’ surface at room 

temperature in order to select an appropriate region with homogeneous CCE. The typical size of 

the region of interest (ROI) selected for scans was of ~ 700 x 700 µm2, located between the detector 
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edge and the top electrode wire bond as can be observed from the IBIC map in Figure 4.16. The 

same figure illustrates an effect which is associated with creation of space charge within the 

scanned detector area and examined in section 3.3 of this work. In the region that was previously 

irradiated, the CCE of the detector gradually decreases. A shift in the spectrum is observed when 

comparing the signal from the ROI after irradiation (top blue spectrum of Figure 4.16) and a pristine 

region (bottom purple spectrum of Figure 4.16) of the detector. This is how polarization is 

presented in experimental measurement with diamond detectors. This phenomenon is not 

permanent and can be reversed, however, it had to be considered in order to obtain reproducible 

results. Therefore, when the temperature stabilized within ± 0.1 K of each set point, the bias on the 

detector was turned off and the detector was irradiated for 2 minutes. The detector was irradiated 

without bias to mitigate polarization effects, as during irradiation induced charges recombine with 

trapped charges accumulated during each measurement. This depolarization procedure was 

repeated before every acquired measurement. With the detector depolarized, the bias was raised to 

+300 V or 1 V/µm and the IBIC signal from the detector was acquired for about 1 minute. Even 

though the temperature was stabilized with a PID controller, temperature values were recorded 

every 10 seconds during the measurement and synchronized with the signal from the detector in 

the DAQ system. During the experiment at a +300 V bias applied to the top electrode, the leakage 

current was under 100 pA and therefore did not significantly add to the noise level of the system. 

The measurements were performed at six temperature setpoints: 46 K, 60 K, 70 K, 90 K, 110 K, 

130 K and 150 K. Additionally, at each temperature, measurements were carried out at three bias 

voltages: +300 V, +350 V and + 400 V (1 V/µm, 1.17 V/µm and 1.33 V/µm). 

6.6.2 γ-rays 

The measurements with γ-rays were performed at the same laboratory by means of inelastic 

scattering 23Na(p,p’γ) at 2 MeV. This reaction produced two γ-rays with higher intensities, at 440 

keV and 1634 keV using the setup illustrated in Figure 6.17. As was described in the previous 

section with simulations, the 440 keV γ-ray is of interest since it produces the well-defined 

Compton edge whose position can be evaluated as a function of temperature. The 1634 keV γ-ray 

does not produce a Compton edge but only adds an exponential background to the spectra and must 

be taken into account when analyzing the results.  
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Figure 6.17 - Experimental setup installed at a beam line for high current 2 MeV H for 

23Na(p,p’γ) γ production. 

 

A sodium pellet was placed as close as possible to the detector, on top of the copper housing, 

to provide the most intense γ-ray field while blocking any stray accelerated protons from reaching 

the detector. The intensity of the γ-ray field was high enough to acquire appropriate statistics in a 

short period of time allowing for data acquisitions at 3 K intervals from 46 K to 120 K. Spectra 

above 120 K were not acquired since they were all identical, confirmed by the comparison of a 

spectrum acquired at room temperature. Although the intensity of the γ-ray field was high, due to 

the low probability and not localized interaction with the diamond crystal, polarization effects were 

not observed and therefore polarization mitigation strategies were not applied.  The bias on the 

detector was again fixed to +300 V (1 V/µm) which resulted in a 100 pA leakage current. Data was 

collected first using a charge sensitive preamplifier and the PHA method in the DAQ as described 

above, followed by TCT measurement using a current sensitive preamplifier and a fast 

oscilloscope. TCT signals from a 60Co closed radioactive source, 1.17 MeV and 1.33 MeV γ-rays, 

were obtained in addition to 440 keV γ-rays for the purpose of signal shape analysis using higher 

amplitude pulses with a better SNR. 
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6.6.3 Neutrons 

For neutron irradiations, the experimental setup was placed downstream from a tritiated target 

used at the Ruđer Bošković Institute Neutron Generator which utilizes the 3H(d,n)4He reaction to 

produce a 14.1 MeV neutron field of 107 n/s in 4π as illustrated in Figure 6.18. As observed from 

simulation, 14.1 MeV neutrons were chosen because they produce a sharp feature in the pulse 

height spectra, a 12C(n,α)9Be peak at 8.3 MeV, which can be further analyzed to gauge the 

performance of the diamond detector.  

 

 
Figure 6.18 - Experimental setup installed the neutron generator downstream from a tritium 

target. 

 

The neutron flux is the highest at the tritium target and therefore it is beneficial for the detector 

to be mounted as close as possible to it. However, due to the size of the vacuum chamber, the 

detector had to be placed at 165 mm from the tritium target which limited the neutron flux. Due to 

the small size of the diamond detector, more time was required to acquire enough statistics for the 

spectra which restricted the number of temperatures which could be measured during the 

experiment. In total 11 temperature setpoints were selected: 46 K, 55 K, 60 K, 70 K, 80 K, 90 K, 

100 K, 110 K, 120 K, 200 K and 298 K. The bias on the detector was again fixed to +300 V (1 

V/µm) with a leakage current of 100 pA. Data was collected again using both types of preamplifiers 

at each temperature.  
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Experiments with neutrons we also performed at the Tandem Accelerator Facility at the 

Institute of Nuclear Physics, NCSR “Demokritos” in Athens, Greece [105]. The accelerator facility 

at Demokritos has the additional benefit of using the 2H(d,n)3He reaction to produce neutrons of 

lower energies. For the purpose of the experiment, an end station used for irradiation of materials 

at cryogenic temperatures was modified to hold the diamond detector. Temperatures down to 10 K 

were achieved with this setup however, because the chamber was not optimized for detectors, 

increased noise in the output signal was an issue. This problem was compounded by the size of the 

chamber which limited the proximity of the gas cell used for the D-D reaction, resulting in a lower 

neutron flux while the activation of materials in the gas cell provided a large γ-ray background. 

Although these results could not be used to reliably estimate the behavior of the diamond at low 

temperatures, these experiments provided excellent insight into the operation of a diamond detector 

in a mix radiation field.  
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7 DETECTOR PERFORMACE EVALUATION 

The focus of this work is on evaluating the performance of a diamond detector from room 

temperature down to cryogenic temperature, as well as investigating discrimination methods for 

the separation of neutron events from γ-rays by employing signal processing techniques. As 

described in the section above, two signal acquisition chains were used to acquire data during the 

experiments, the first to evaluate the detector performance based on the CCE while the latter for 

building up a database of pulses for assessing different discrimination algorithms. Each of these 

objectives required unique data processing and analysis approaches which will be described in 

more detail in sections 7.1 and 7.3 of this chapter, respectively. These sections are followed by the 

discussion and interpretation of the obtained results from the data. 

First the performance of the detector will be analyzed based on the evaluation of the CCE from 

room temperature down to 46 K. Parameters affecting the performance of the detector will be 

identified. The implications of these results will then be discussed in the context of operating such 

a detector as a µLoM at cryogenic temperatures. This will be followed by the analysis of the TCT 

datasets collected during the measurement. In section 7.4, the TCT signals will be compared with 

theoretically expected pulse shapes and deviations will be analyzed. From this analysis, the effects 

of noise on the signal shape will be identified as well as strategies to mitigate it. Based on the 

categorized signal shapes, the development of two PSD algorithms will be presented in section 7.5. 

The performance of these algorithms will be evaluated at different temperatures and compared to 

PSD algorithms found in literature and presented in section 5.3. 

7.1 Charge Collection Efficiency 

To evaluate the CCE dependence on temperature, the temperature data was combined with the 

evaluated pulse height of each event for each temperature setpoint to construct energy histograms 

as illustrated in Figure 7.1 for a carbon beam.  
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Figure 7.1 - Pulse height histograms obtained with a 12.8 MeV C4+ ion beam at 50 K, 60 K, 90 

K, 110 K, 130 K, and 150 K [94]. 

 

From the figure above, it can be observed that at 152 K the diamond detector collected 

approximately 15.1 fC of charge for the 12.8 MeV carbon ion which is approximately equal to the 

theoretically expected value of 15.5 fC. However, at 49 K, the amount of charge collected by the 

detector falls to 4.4 fC or 29 % of the room temperature value. Although the number of e-h pairs 

generated is constant in all histograms, the number of e-h pairs detected has decreased at low 

temperature. For each temperature point, the centroid and the FWHM of the histogram peak were 

determined by a Gaussian fit. These extracted values are plotted in Figure 7.2. 
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Figure 7.2 - Histogram peak centroid position plotted with temperature for a) 0.8 MeV H+, b) 3 

MeV He2+, c) 5.6 MeV Li2+ and d)12.8 MeV C4+ ion beams [94]. 

 

As described in section 3.4, this behavior has been observed by Jansen [31] for alpha particles. 

Jansen developed a model based on the recombination/evaporation of excitons which can be 

expressed by the following equation: 

 

𝑓P(𝑇) = 𝑄012 +
𝑄202 − 𝑄012

1 + 𝜖 ∙ 𝑒(
-#
.$/

)
	 (7.1) 

 

where Qtot is the total generated charge, Qout the charge present in the outer volume of the generated 

charge cloud, Ex is the exciton binding energy of 80 meV in diamond, ϵ represents the ratio of the 

exciton formation time to the exciton recombination time, kB is the Boltzmann constant and T is 

the temperature. Qout represents the charge collected when the CCE is at the lowest value which is 

at the lowest temperature, while Qtot represents the charge collected when the CCE is at the highest 
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value and at the highest temperature. This model was used to fit the extracted histogram centroid 

position with respect to temperature, as presented in Figure 7.2 by a blue line. The grey region 

behind the blue line in the same figure represents the uncertainty in the fit. This fit was performed 

to aid in the comparison between various ion and bias measurements which will be presented in 

the following section. Here the data analysis process was outlined for the experiment performed 

with a carbon beam, but the same procedure was applied to all data acquired from experiments 

with monoenergetic ions.  

Contrary to ion induced detection which results in a clearly defined single peak in the energy 

spectrum, neutron and γ-ray interactions with the diamond crystal result in more complicated pulse 

height spectra due to the possibility of multiple reactions with the carbon atoms/nuclei. This results 

in an energy spectrum which is a superposition of all the various interactions as shown by 

simulations in Figure 6.14 and Figure 6.15. These simulations show a fairly good agreement with 

the experimental spectra and enable the identification of all the spectra features. For CCE 

evaluation the clear peak at 8.3 MeV (Figure 7.4a) corresponding to the kinetic energy of the 

products of the 12C(n,α)9Be reaction was selected since it is well defined and separated from the 
12C(n,n+2α) continuum.  

Concerning the γ-ray detection, as was expected, the 440 keV γ-ray does not result in a full 

energy peak but the spectrum consists of a 280 keV peak (Figure 7.4b) resulting from the 440 keV 

Compton edge superimposed on a continuum from the 1634 keV γ-ray. For this case, an 

exponential function was used to subtract this background from the spectrum and the Compton 

edge was fitted by means of the HDTV Nuclear Spectrum Analysis [106] software using a Gaussian 

fit with the left tail as a free parameter. As described in section 6.5, Geant4 simulation were 

performed during the design of the experiment. The simulation for 440 keV γ-rays, where the 

Compton edge is visible, was used to find the Gaussian function that fits the data properly (Figure 

7.3a. The insert in this figure is a zoom to the region of interest where the Compton edge is located 

between 0.2 MeV to 0.35 MeV with the fit function illustrated by the red line. While the simulation 

of the 1634 keV γ-ray was used to find the correct exponential function for the background (Figure 

7.3b). These two functions that were obtained from fitting the simulations were then combined to 

fit the experimental data in order to isolate the Compton edge with confidence (Figure 7.3c).  
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Figure 7.3 - Fitting the Compton edge in the experimental data obtained during the experiments 
with γ-rays. Plots a) and b) illustrate the simulated spectra for 440 keV and 1634 keV γ-rays 
overlayed with the fit functions used in the inlayed subplot, respectively. Plot c) illustrates the 
experimental spectrum with the cumulative fit function used in the inlayed subplot. 

  

 
Figure 7.4 - Acquired spectra (blue) overlapped with simulated (grey) spectra. For a) 14.1 MeV 

neutrons and b) 23Na(p,p’γ) γ-rays [95]. 

 

As the temperature decreases, the CCE, that is, the amount of charge collected by the diamond 

detector, decreases. Since less charge is being collected, the amplitude of the signal decreases, 

resulting in a shift of all the features of the corresponding pulse height spectrum towards lower 

amplitudes. Furthermore, since the noise amplitude remains the same while the signal amplitude 

decreases, the SNR decreases resulting in a decrease in the relative energy resolution. This can be 

observed in Figure 7.5 when comparing the spectra acquired at different temperatures. Figure 7.5a 

contains the spectra acquired for neutrons, while Figure 7.5b for γ-rays, respectively.  
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Figure 7.5 - Acquired pulse height spectra at each temperature setpoint for a) neutrons and b) 

23Na(p,p’γ) γ-rays [95]. 

 

From Figure 7.5a, it can be noted that the distinct 12C(n,α)9Be reaction peak is not observed 

below 70 K and therefore was not further analyzed below this temperature. The fitted centroid 

position of this reaction is plotted against temperature in Figure 7.6a. Furthermore, it can be 

observed from Figure 7.5b that the spectra for γ-rays change much less over the same temperature 

range in comparison to the neutron spectra. However, a shift towards lower CCE is still observed 

as is illustrated by plotting the 440 keV γ-ray Compton edge centroid position with temperature in 

Figure 7.6b. 
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Figure 7.6 - Fitted centroid position for a) 12C(n,α)9Be reaction and b) 440 keV γ-ray Compton 

edge [95]. 

 

7.2 Detector Performance 

A drop in the CCE for diamond detectors was observed previously for alpha particles [31], 

however this is the first published observation of low temperature operation for any other type of 

directly or indirectly ionizing and nonionizing radiation [94], [95]. To better understand the 

mechanism behind this CCE drop, experimental measurements of the CCE at low temperatures 

were performed for different ions spanning in masses from light protons to heavier carbon ions, as 

well as for photons and neutrons. From Figure 7.2 and Figure 7.6, a drop in CCE can be observed 

for all measured types of radiation, however the critical temperature where this drop begins as well 

as the magnitude of the CCE decrease varies. These results are combined and summarized in Figure 

7.7 and Table 7.1. 
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Figure 7.7 - CCE vs Temperature for a) ions b) γ-rays and neutrons. The data for 3 MeV He ion 

is added to both plots for comparison purposes. 

 

Table 7.1 - Summary of CCE drop per impeding particle. For neutrons, the CCE value at 80 K is 
given since the evaluation of the CCE was not possible below this temperature. 

Impeding 
Particle Energy [MeV] 

CCE Decrease [%] 
Detector Bias 

1 V/µm 
(300 V) 

1.17 V/µm 
(350 V) 

1.33 V/µm 
(400 V) 

H 0.8 60.7 ± 0.8 59.2 ± 0.8 57.6 ± 0.8 
He 3 75.3 ± 0.4 73.5 ± 0.5 71.5 ± 0.7 
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Li 5.6 76.4 ± 1.3 75.3 ± 1.2 73.9 ± 1.1 
C 12.8 74.1 ± 0.8 72.5 ± 0.9 71.0 ± 0.7 

γ-rays 0.44 13.8 ± 0.5 - - 
Neutrons 14.1 (54 ± 7 @ 80 K) - - 

 

Experimental data clearly shows that the decrease of the CCE with temperature follows a 

similar trend for each type of radiation. A plateau at 100 % CCE is observed from RT down to 

approximately 145 K. This is followed by a rapid decrease in the CCE between 65 K < T < 145 K. 

Below 65 K, the CCE stabilizes again to the minimum measured temperature of 46 K. For He, Li 

and C ions, the relative CCE decreases by a similar magnitude to 24.7 ± 0.4 %, 23.6 ± 1.3 %, 25.9 

± 0.8 % respectively. For protons, the relative CCE decreases to 39.3 ± 0.8 %, which is significantly 

less than for the heavier ions. While for γ-rays the CCE decreases only to 86.2 ± 0.5 % of the RT 

value.  

Such differences are in agreement with the previous work performed by Jansen et al. [45], in 

which they are attributed to the screening of the externally applied electric field by the outer region 

of the generated charge cloud from the inner charge carriers. The lower electric field strengths seen 

by the inner volume of charge carriers leads to slower charge separation and therefore increases 

the probability of exciton formation. The charge carriers which enter an exciton state do not drift 

and consequently do not contribute to the induced current in the detector electrodes. Since the 

penetration depth of all ions used in the experiment was fixed to 5.6 µm, only the density of the 

generated charge cloud varied. As the proton beam produced 16 times less charge carriers than the 

carbon beam in approximately the same volume, the electric field screening is weaker which leads 

to the formation of less excitons and therefore more charge carriers to drift and contribute to the 

overall induced current in the electrodes. This results in the CCE for a proton beam decreasing less 

than for a carbon beam at lower temperature, which is observed in Figure 7.7a. Furthermore, the 

density of the generated charge cloud created by the interaction of a γ-ray is still lower, resulting 

in even less excitons and therefore a smaller decrease in the CCE as observed in Figure 7.7b. On 

the other hand, the difference in the CCE drop for He, Li and C beams is insignificant even though 

the carbon beam creates 4.3 times (Table 6.1) more charge carries than the helium beam. This 

implies that there is a threshold density of the generated charge cloud after which almost all e-h 

pairs created in the inner volume enter into an exciton state.  
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However, by observing the ionization profile of each ion as they transverse the diamond lattice 

(presented in Figure 6.12), the generated charge cloud density is not evenly distributed throughout 

the ion range but is increasing to a maximum at the Bragg peak. A big difference is observed when 

comparing the portion of the ionization profile before the Bragg peak for a H beam to the He, Li 

and C beams. The density of the charge cloud before the Bragg peak is much lower for an H beam 

and therefore a greater portion of charge carries from this region contribute to the overall induced 

current. This also explains the shift in the critical temperature where the CCE begins to decrease 

as observed for the same impinging ion at different energies and presented in Figure 7.7b. 

Specifically, experiments preformed with a 3 MeV helium ion beam (red), a 241Am source 

producing 5.5 MeV α particles (yellow) and neutron (purple). The 12C(n,α)9Be reaction with 

neutrons is the result of a superposition of α particles with beryllium ions at an average energy of 

8.3 MeV depending on the kinematics of the reaction. From the results of these three 

measurements, it is observed that the critical temperature where the CCE begins to drop shifts 

towards lower temperatures as the ion energy increases. 

 

 
Figure 7.8 - Ionization profile of impinging α particles at a) 3 MeV b) 5.5 MeV and c) 8.3 MeV. 

 

The penetrating depth of an ion is proportional to its energy, the higher the energy of the 

impinging ion, the deeper the Bragg peak will be. As illustrated in Figure 7.8, the higher the energy 

of the ion, the greater the portion of charge carriers generated at lower density before the Bragg 

peak. As discussed earlier, since the density is directly proportional to the formation of excitons, 

the deeper the ion penetrates, the more charge carriers contribute to the induced current effectively 

shifting the CCE vs temperature curve to lower temperatures. However, the amount of charge 



95 

deposited before the Bragg peak is relatively small which in term has a limited effect of the CCE 

shift. The difference in energy between the three α experiments are 2.5 MeV and 2.8 MeV 

respectively resulting in an approximate shift of 4.3 K/MeV. In the case of small energy 

differences, as those found in a triple alpha source consisting of 239Pu, 241Am and 244Cm, with α 

energies at 5.1 MeV, 5.5 MeV and 5.8 MeV respectively, the shift is not observed within 

uncertainty due to the resolution of the detector. The energy spectra collected by the detector from 

the triple alpha source with three distinctive peaks at RT is illustrated in Figure 7.9 from RT down 

to 46 K. 

 
Figure 7.9 - Energy spectra collected from a triple alpha source from RT down to 46 K [95]. 

 

The 3D plot above, Figure 7.9, consisting of a collection of 2D energy spectra obtained at 

various temperatures nicely summaries the effects of the CCE decrease on a signal obtained from 

a diamond detector. At higher temperatures where the CCE is 100 %, the α particles emitted by the 

isotopes at three different energies are easily distinguishable. However, at the critical temperature 

around 140 K, the three distinctive peaks start to merge into one and are completely 

indistinguishable below 100 K. This makes the diamond detector unsuitable for spectroscopic use 

at cryogenic temperature however it can still be used as a counter since all the impinging ions are 

still detected. It has to be notes that even though the detector can be used as a counter at cryogenic 

temperature, discrimination based on particle energy is not possible since all the signals merge into 
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the one. Therefore, other methods for discrimination have to be implemented and are explored in 

the next section of this work. 

Furthermore, although there is a large uncertainty in the final CCE point at 80 K for neutrons, 

the slope of the CCE fit function is different from the other experiments with α particles. This 

difference in the slop could be the result of the kinematics of the 12C(n,α)9Be reaction. The α 

particle and beryllium ion can be ejected in any direction and therefore their trajectories are not 

always perpendicular to the electrodes in the co-planer design of the detector. Thus, the charge 

cloud orientation in reference to the electric field varies, impacting the separation of the charge 

carriers. This will affect the creation of excitons and therefore the CCE.  

Since the formation of excitons is directly related to the electric field, varying the electric field 

strength should also influence the drop in the CCE at cryogenic temperatures and possibly provide 

a mechanism to recover the CCE. This effect was investigated with ions where the bias voltage 

was change from 1 V/µm to 1.33 V/µm. Although an increase of 0.33 V/µm is relatively small, a 

larger increase was not possible to due to the voltage limitations of the CIVIDEC amplifier and the 

thickness of the scCVD diamond. 
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Figure 7.10 - Influence of the detector bias voltage change from 1 V/µm to 1.33 V/µm on the 

CCE for ions a) H, b) He, c) Li and d) C. 

 

As depicted in Figure 7.10, the CCE at cryogenic temperatures increased by 3.1 ± 1.6 %, 2.8 

± 1.1 %, 2.5 ± 2.4 % and 3.1 ± 1.5 % for H, He, Li and C ions, respectively. Even with a small 

increase in the bias voltage of 0.33 V/µm, a significant increase in the CCE at cryogenic 

temperatures was clearly observed. Diamond has a large dialectic constant (Table 3.1) which 

allows for very high bias voltages. Further work is required to fully investigate the effects of bias 

voltage on the CCE at cryogenic temperatures, but the initial results are positive, and it has the 

potential to make a diamond-based detector a more effective µLoM. 

7.3 Transient Current Technique 

As described in section 5.3, the type of radiation detected by a diamond detector can be in 

principle determined on the basis of transient current profile induced at the electrodes by the drift 

of the generated charge carriers inside the diamond crystal. However, these current pulses are very 

small, superimposed with noise and require a large amplification before discrimination techniques 
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can be applied to them. Since only a wideband amplifier is used before the digitization of the 

transient current pulses, the amplified is acquired along with all the noise by the fast oscilloscope. 

Digital signal processing techniques must be applied to this signal before further analysis can be 

performed. Figure 7.11 illustrates a example of digitized signal in the time (Figure 7.11a) and 

frequency (Figure 7.11b) domain. As described in section 6.4, the noise from the ion source plasma 

oscillator is superimposed in the signal and its frequency of approximately 100 MHz is clearly 

visible in the frequency spectrum. 

 

 
Figure 7.11 - Acquired TCT signal in a) time domain and b) frequency domain before signal 

processing. The TCT signal is highlighted along with the frequency of the superimposed noise at 
107 MHz. 

 

A 2nd order IIR Butterworth notch filter with a passband centered at 112 MHz and a width of 

30 MHz was used to remove this sinusoidal noise (Figure 7.13a) while a 8th order IIR Chebyshev 

type I lowpass filter with a cutoff frequency of 2 GHz was used to further process the signal since 

the bandwidth of the preamplifier was 2 GHz (Figure 7.13b). The aforementioned filter parameters 

were experimentally determined to be the optimum through many iterations. A higher order 

lowpass filter was chosen due to the superior performance regarding stopband and passband ripples 
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and sharper cutoff edges at the cost of processing power and computing speed since the data was 

being analyzed offline.  

 
Figure 7.12 - Impact on the signal for various notch filter parameters. a) Original signal with the 

frequency spectrum marked with a vertical red line at the maximum value of 107 MHz. b) 2nd 
order notch filter centered at 112 MHz with a width of 12 MHz c) 20th order notch filter centered 

at 107 MHz with a width of 2 MHz. d) Magnitude response of each filter, lower order in blue 
(filter #1) and the higher order in red (filter #2). 

 

The design of the notch filter was crucial as it had a significant effect of the signal shape, while 

the lowpass filter cutoff frequency was higher than the preamplifier bandwidth and therefore above 

the signal frequency and impacted the signal shape less. The design of the notch filter was based 
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on the frequency spectrum of the signal. A significant noise contribution can be seen at 107 MHz 

(indicated by a red line in the right plot of Figure 7.12a). The noise superimposed on the signal is 

sinusoidal, therefore the optimal filter center frequency and stopband width were obtained through 

an iterative process by evaluating the RMS value of the noise at the filter output. Table 7.2 

summarizes a subset of the most promising parameter combination for the filter design.  

 
Table 7.2 - Noise RMS values for different filter parameters. The parameters corresponding to 

the highlighted values were further evaluated on various signal shapes.  

Center 
[MHz] 

Width 
[MHz] 

Filter Order 

2 4 6 8 10 12 14 16 18 20 

107 
2 0.0057 0.0052 0.0048 0.0046 0.0045 0.0045 0.0045 0.0045 0.0045 0.0045 

12 0.0040 0.0038 0.0037 0.0037 0.0040 0.0041 0.0041 0.0040 0.0039 0.0039 

112 
2 0.0059 0.0055 0.0051 0.0049 0.0048 0.0048 0.0047 0.0047 0.0046 0.0046 

12 0.0040 0.0037 0.0037 0.0039 0.0041 0.0042 0.0041 0.0040 0.0039 0.0039 

 
Smaller values in Table 7.2 indicate better attenuation of the sinusoidal noise, however the 

pulses being analyzed also contain components in the same frequency range. Completely 

eliminating the frequency of the noise alters the pulse shape leading to the loss of information 

regarding the type of impinging radiation. This is illustrated in Figure 7.12c with a 20th order notch 

filter centered at 107 MHz and with a stopband width of 2 MHz, which should be ideal for removing 

the superimposed noise. A balance between the attenuation of this noise and the preservation of 

the pulse shape was required. The cells highlighted in Table 7.2 present the best RMS values 

obtained with the given filter parameters. The filter output pulse achieved with these parameters 

were further analyzed based on the pulse shape in order to produce the optimal filter.  
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Figure 7.13 - Implemented digital filter magnitude response for a) Notch Filter and b) Lowpass 

Filter. 

The Figure 7.14 below  illustrates the signal after each filter stage and the final signal, which 

will be used for discrimination presented in Figure 7.14b. Comparing the time domain plots of 

Figure 7.11 and Figure 7.14b, the large influence of the noise on the signal shape can be observed. 

Further emphasizing that noise minimization as well as the choice of the correct filters are crucial 

for particle identification using the PSD technique.  

 

 
Figure 7.14 - Signal after a) Notch filter and b) Lowpass filter presented in both the time (top) 

and frequency (bottom) domain. 

 

Each type of radiation interacts distinctively with the diamond detector, and this results in 

differences in the obtained TCT pulse shapes. Fast ions generate most charge carriers (electron-

hole pairs) in a relatively small, localized part of the detector, following the steep energy loss at 

the Bragg peak. In a co-planar detector design, as presented earlier in Figure 6.5, this interaction 
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occurs close to one electrode, i.e., at a depth of 11.8 ± 0.1 µm for 5 MeV alpha particles. As the 

produced charge carriers start to drift towards their respective electrodes under the influence of the 

externally applied electric field at the same time, a sudden large current is induced in the electrode 

which remains constant until all the charges stop moving, that is, when they arrive at the electrode. 

This produces a square TCT pulse shape as was observed during measurement with ions and 

presented in Figure 7.15a. On the contrary, γ-ray interactions, dominated by Compton scattering, 

result in an even distribution of generated charge carriers throughout the whole thickness of the 

detector. As in the case with ions, these charge carriers begin to drift at the same time. However, 

due to their distribution throughout the detector, they will arrive at the electrode at different times. 

In an ideal case, the current induced in the electrode will linearly decrease with time until all the 

charge carriers are collected, resulting in a triangular TCT signal as was observed with 440 keV γ-

rays and presented in Figure 7.15b. 

 

 
Figure 7.15 - TCT signals acquired from a) 12.8 MeV C beam and b) 440 keV γ-rays. 

 

TCT signals generated by neutrons are more complex since nuclear reactions can occur at any 

location inside the volume of the detector. This results in a pulse shape that is a superposition of 

the current induced by the drift of electrons and holes to their respective electrodes. If the nuclear 
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reaction occurs close to the detector electrodes or in the ballistic center of the detector, an ion like 

square TCT signal shape is generated. While between these regions, a multi-step shape is generated 

consisting of a higher amplitude region where both charge carriers are in motion followed by a 

lower amplitude region where only one charge carrier is in motion. This signal shape acquired 

during the experiment is presented in Figure 7.16. The same figure additionally illustrates how the 

same signal shape looks during measurements at higher temperatures of 120 K (Figure 7.16a) and 

lower temperatures of 55 K (Figure 7.16b). The most notable difference between the two plots 

being the lower SNR of the TCT trace acquired at 55 K which is the result of the lower CCE. 

 
Figure 7.16 - TCT signals acquired by neutrons at a) 120 K and b) 55 K. 
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7.4 Signal Benchmarking 

As was discussed in the previous sections, TCT datasets were obtained with each experiment 

for the purpose of applying pulse shape analysis techniques for neutron/γ-ray discrimination since 

discrimination based only on the total amount of charge collected (pulse height discrimination) is 

not possible at low temperatures. At each temperature setpoint approximately 3,000 TCT traces 

were collected. Each dataset was processed as described in section 7.3. However, to decrease the 

statistical uncertainty while keeping within the experiment time constraints, for temperature 

setpoints of 55 K and 120 K more than 10,000 TCT traces were collected, and these datasets were 

used for signal benchmarking and PSD algorithm development. Due to the large quantity of data, 

data mining techniques were employed to organize and filter the data using the Orange: Data 

Mining software package (v3.34) [107]. 

The TCT datasets obtained for ions and γ-rays are more straight forward to interpret due to 

the higher SNR and a single interaction occurring with the diamond lattice. TCT pulse shapes 

acquired during experiments with neutrons are far more complex and require a more detailed 

analysis. During the analysis of these acquired signals, theoretically expected pulse shapes were 

observed, however many other signal shapes were also detected. Since these unexpected pulse 

shapes make up a significant percentage of the overall signals detected, they cannot be ignored 

while developing a PSD algorithm. Benchmarking all the acquired signals provides a better 

understanding of where these unexpected pulse shapes are generated, and which are the result of 

the superposition of noise. Focusing on the neutron TCT dataset obtained at 120 K, due to the 

higher SNR, the dominate signal shape along with their correlation to the energy spectrum are 

presented in Figure 7.17. It was found that all other signal shapes present in the dataset are 

superpositions of these shapes with a varying level of noise. 
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Figure 7.17 - TCT pulse shapes correlated with their position in the energy spectrum [95]. 

 

The dominant signal shapes vary depending on the position in the energy spectrum because 

several different reactions are possible between the neutron and the carbon atom. As depicted in 

Figure 7.4 the other possible reaction for the neutron energy range used in the experiment include: 
12C(n,el), 12C(n,d)11B, 12C(n,p)12B, 12C(n,n+2α)4He, 12C(n,α)9Be and 13C(n,α)10Be with Q-values: 

0, -13.732, -12.587, -7.275, -5.701 and -3.835 MeV, respectively [70]. Examining the signal shapes 

presented in Figure 7.17 in numerical order from the higher energy part of the spectrum (left) to 

the lower energy part (right): 
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1. With 14.1 MeV neutron, the reaction with the highest Q-value is 13C(n,α)10Be. However, 

as 13C makes up about 1 % of natural carbon, so statistically this reaction is very 

improbable. Therefore the most probable reaction with the highest Q-value is 12C(n,α)9Be 

and above this peak at 8.3 MeV neutron TCT signals are not expected. This is confirmed 

in the dataset with only γ-ray triangular pulse shapes found above this energy. 

2. The energy peak located at 8.3 MeV created by the 12C(n,α)9Be consists predominately of 

two pulse shapes, as theoretically expected. The more probable multi-step (2a) shape 

created by charge carriers drifting for a different amount of time to reach their respective 

electrodes, and the square shape (2b) resulting from charge carriers created close to the 

electrodes and in the ballistic center of the diamond crystal. 

3. In the region between the 12C(n,n+2α)4He continuum and the 12C(n,α)9Be peak, no signals 

are expected. However, as observed in the histogram presented in Figure 7.17, signals 

were acquired in this region. The observed signal shapes suggest these are the results of 

the incomplete charge collection of the 12C(n,α)9Be reaction. Incomplete charge collection 

can occur at the detector edges where the external electric field is not uniform and only a 

portion of the generated charge carriers drift towards the electrodes and induce a current. 

4. In this region of the histogram, the 12C(n,n+2α)4He reaction can result in multiple α 

emissions where the TCT signals are a superposition of each individual reactions. This 

results in a wide range of possible signal shapes. 

5. The 12C(n,d)11B and 12C(n,p)12B reaction produce ions which, as with the 12C(n,α)9Be 

reaction, produce muti-step along with square pulse shapes. However, the amplitude of 

these pulses is lower due to less charge carriers being generated. 

At even lower energy TCT signals resulting from elastic collision between the impinging 

neutron and the carbon atom can be observed. This reaction transfers a maximum of 28 % of the 

initial neutron energy to the carbon atom which causes it to vibrate in the diamond lattice (see 

section Error! Reference source not found.). This vibration can induce current in the electrodes 

and therefore produce a TCT pulse. This signal has the shape of a very fast and sharp pulse.  

The signal benchmarking presented above was achieved by calculating various parameters of 

each TCT pulse such as its width, maximum amplitude, spectral density and performing numerical 

integration to get the deposited charge. The dataset was organized into histograms based on these 

parameters which allowed for the identification of groups with similar pulses. This method was 
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further used to recognize features in the data which could be used for PSD and will be discussed in 

more detail in the following section. 

7.5 PSD of Neutron/γ-ray Signals 

As was emphasized in the previous section, neutrons produce many different pulse shapes 

making it difficult to isolate only them. TCT signals results from γ-ray interaction which are 

generated by Compton electrons with a range in the order of millimeters will always produce the 

same pulse shape, that is a triangular shape. Therefore, discrimination can be achieved by 

identifying the γ-ray signals and all the remaining signals could be considered as those created by 

neutrons. However, when this triangular signal is superimposed with noise, it can be difficult to 

identify it. 

PSD for the separation of neutron signals from γ-rays are commonly used with scintillator-

based detectors and some methods have also been applied to diamond detectors. Discrimination 

methods found in literature were applied to the acquired dataset at room temperature and at low 

temperatures with limited success. The evaluation of the effectiveness of different discrimination 

methods is not straight forward since the neutron dataset, due to the nature of the experiment, will 

contain a small portion of γ-rays as well. However, the γ-ray dataset does not contain any neutron 

signals and it can be used to measure the success of the PSD method. The most frequently used 

strategies have been tested and their success has been estimated: 

• FWHM based PSD - Discrimination techniques based on the ratio of the FWHM to the 

base width of the signal were proposed to isolate triangular pulses from square pulses [21]. 

This method is promising for the separation of ions from γ-rays, however the multi-step 

shape of a neutron TCT trace cannot be effectively categorized using this technique. As 

can be observed from Figure 7.18a, some separation is observed between the two datasets 

however with a lot of overlap. Figure 7.18a contains an occurrence frequency histogram 

of 𝑃𝑆𝐷	𝐹𝑊𝐻𝑊 = KLMN
O?P48	L/36-

	values for both the neutron and γ-ray datasets. Only the 

neutrons which interact in the ballistic center and close to the electrodes are properly 

isolated (PSD FWHM > 0.7). Neutron reactions which occur further way from the 

electrodes and the ballistic center of the detector are found between 0.35 < PSD FWHM < 

0.7 and cannot be properly distinguished from γ-rays.  
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Figure 7.18 - a) FWHM based PSD and b) TCT traces (right) with their 1st derivative (left). 

 

• 1st Derivative Peak Counting – Neutron/γ-ray discrimination can be also achieved by 

counting the number of peaks present in the derivative of the TCT pulse. Neutron signals 

with a multi-step shape should contain multiple peaks while a triangular γ-ray signal 

should have only one peak [76]. Figure 7.18b contains two different neutron pulses and a 

γ-ray pulse with their respective 1st derivatives on the plot to the right. A double peak can 

be observed in the derivative of the multi-step pulse; however, the derivatives of the square 

and the triangle pulse are identical in the number of peaks. Furthermore, this method is 

extremely sensitive to the SNR which can be concluded by the size of the second peak in 

the derivative of the multi-step pulse. Noise introduces sudden shifts in the amplitude of 

the signal which result in sharp peaks when differentiated. No discrimination was observed 

when applying this method to the acquired datasets. 

• Frequency Domain Analysis – Neutron signals contain more flat sections in the pulse 

shape followed by multiple sharp edges while γ-rays contain one sharp edge followed by 

a slow changing section. Transforming this to the frequency domain results in the 

magnitude of lower and higher frequencies being higher for neutron signals while the 

midrange frequencies are higher for γ-ray signals. This is observed when comparing the 

FFT of neutron signals to γ-ray signal as presented in the top plot of Figure 7.19. The 

magnitude of the frequency components in the range of 300 MHz to 800 MHz is higher 
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for the black curve which represents the γ-ray signal. However, the difference in the 

magnitude in this region is less than the fluctuation due to the noise which makes it not 

usable for discrimination purposes. Therefore, no significant differences were observed 

between the two acquired datasets when applied this discrimination method. 

 

 

 

Figure 7.19 - Frequency domain analysis. The top plot contains the FFT of the two neutron 
shapes (blue, red) and the γ-ray shape (black). Botton plot contains the associated spectrograms 

of the same three shapes: a) multi-step neutron, b) square neutron, c) γ-ray. 

 

• Wavelet Power Spectrum Analysis – Frequency domain analysis can be expanded to 

show the frequency components per unit time of the signal (windowed Fourier transforms). 

The bottom plots of Figure 7.19 illustrates the two types of neutron signal shapes (a and 

b) and the γ-ray signal shape (c) along with their respective spectrogram. As was concluded 

with the frequency domain analysis, the γ-ray signal shape contains more frequency 

components in the range of 300 MHz to 800 MHz when compared to the neutron signals. 

However, this method is also very sensitive to noise and no reliable discrimination was 

achieved when applied to the acquired datasets.   
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• Neural Networks/Machine Learning – Demonstrations of deep learning algorithms used 

to discriminate neutron/γ-rays were found in literature, some of which were applied to 

diamond detectors at room temperature. Most notably [84], where Huang et al. utilized 

unsupervised machine learning classification algorithms, more specifically a self-

organizing map algorithm to classify the data.  However, the method described in the 

literature was not applied to the acquired datasets due to the μLoM requirement for the 

DONES accelerator to function in real time. Additionally, training the algorithm was not 

feasible with the acquired dataset because, at low temperatures, it was not possible to 

obtain two mutually exclusive datasets consisting solely of neutron or γ-ray signals. 

 

The limited success of all the discrimination strategies listed above was predominantly due to 

their sensitivity to the noise level of the signal. The SNR proved to be too low, even though the 

noise was minimized by examining its various sources and the system design was optimized to 

achieve the greatest possible SNR during the experiments. Further filtering both in the analog and 

digital domain also proved to be ineffective since the signal of interest is located in the same 

frequency range as the noise. Any filtering greatly altered the shape of the TCT pulse making 

proper identification difficult. Limited success was achieved with algorithms based on comparing 

the pulse shapes in the datasets with ideal theoretical shapes using the least squares method [76] as 

well as the cosine similarity method [81]. However, fitting the acquired datasets to ideal shapes 

proved to be a good initial step for grouping signal shapes which allowed for the selection of 

reference signal, which then were used for comparison using the cosine similarities method. Using 

this methodology, the chosen reference TCT signals for neutrons at 120 K, 55 K and γ-rays are 

presented in Figure 7.16 and Figure 7.15b, respectively. 

Based on the results from evaluating discrimination strategies found in literature, two methods 

for PSD were further developed which yielded the best outcomes when applied to the acquired 

datasets. The developed discrimination methods are based on the cosine similarity techniques 

utilized predominately for scintillator detectors. This method was chosen because it was found that 

they are more resistant to the low SNR at cryogenic temperatures. In order to apply these 

techniques, an algorithm for preprocessing the datasets first had to be developed and all the signals 

in the dataset had to be classified/benchmarked in order to select the best reference signals. The 

datasets were first organized by comparing the TCT traces with an ideal square shape. This was 
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followed by comparing the portion of the trace from the signal minimum to the end of the pulse 

with a straight line. Traces that are closer in shape to a square pulse have a higher probability of 

being created by neutrons while a more linear return to the baseline amplitude created by γ-rays, 

respectively. Two methods were devised to discriminate the datasets: method #1 utilized the most 

common neutron and γ-ray pulse shape as a reference signal, while method #2 utilized the two 

most common neutron shapes as reference signals to which a cosine similarity was computed. 

However, before the cosine similarity could be calculated for each method, pulse parameters such 

as the start position, end position and minimum value had to be extracted. The full procedure for 

the applied PSD method #1 and #2 is listed below. All the following steps are common to method 

#1 and method #2 with the exception of step 6 which is specific for each applied method. 

1. Baseline determination – All TCT traces contain a certain inherent positive DC offset 

caused by the combination of noise and amplifier design. This offset had to be determined 

in order to more accurately gauge the start and end position of the pulse. Since all the TCT 

traces are negative, this was achieved by taking the minimum value as a starting point and 

following the signal in both directions until reaching the zero crossing. The portion of the 

signal between the two zero crossings was removed. The average noise amplitude and DC 

offset were then calculated from the remining signal. 

2. Start/End pulse position – The start and end positions of the pulse were found by again 

tracing the original signal from the minimum value in both directions to the calculated 

baseline amplitude considering the average noise level calculated in step 1. The found 

positions are abbreviated: startPos, endPos and minPos. 

3. Start Position Alignment – In order to calculate the PSD using the cosine method in later 

steps between two signals in the dataset, the signals were shifted using a circular buffer to 

align all pulse start position. 

4. Finding reference pulse shapes – PSD values were first calculated against an ideal line 

and ideal square pulse shape using the cosine similarity method to identify the most 

common types of signal shapes in the datasets. An ideal line was constructed between the 

pulse minimum position (minPos) and the pulse end position (endPos) using the following 

equation: 

𝑟9 =
𝑦(;)Q06 − 𝑦=9;Q06
𝑥(;)Q06 − 𝑥=9;Q06

(𝑥9 −	𝑥=9;Q06) +	𝑦=9;Q06 (7.2) 
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This ideal line was compared to the TCT trace between the same two points leading to a 

cosine similarities value between 0 (no similarity) and 1 (the same) using the equation 

below where si represents the TCT trance values, ri the reference signal (the ideal line in 

this case) and xstartPos, xendPos, ystartPos, yendPos represent the x and y coordinated of the start 

and end positions of the signal respectively. 

 

𝑃𝑆𝐷R9;( =	
∑ 𝑠9𝑟9
+"()*+,
9S+-.(*+,

b∑ 𝑠9*
+"()*+,
9S+-.(*+,

b∑ 𝑟9*
+"()*+,
9S+-.(*+,

(7.3) 

 

An ideal square pulse shape was created by setting the values of the signal to zero 

everywhere except in-between the calculated start and end positions of the TCT pulse, 

where it was set to 1: 

 

𝑟9 = c1, 𝑠𝑡𝑎𝑟𝑡𝑃𝑜𝑠 ≤ 𝑖 ≤ 𝑒𝑛𝑑𝑃𝑜𝑠
0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒 	 (7.4) 

 

This ideal square pulse was then compared to the TCT traces which simplifies the cosine 

similarity formula to [81]: 

 

𝑃𝑆𝐷TU18:( =	
∑ 𝑠9
+"()*+,
9S+,/01/*+,

j(𝑥(;)Q06 − 𝑥628:2Q06)b∑ 𝑠9*
+"()*+,
9S+,/01/*+,

(7.5) 

 

5. 2D Histogram PSD Square vs PSD Line – Plotting the results as a 2D histogram, 

presented in Figure 7.20, shows some separation and conglomeration of TCT signal 

shapes. However, only a small portion of the γ-ray signals are separated from the neutron 

signals as can be observed by only one group containing a higher count of signals (marked 

in yellow) and therefore not an effective method for discriminating between neutron and 

γ-ray signals. This step is however useful for identifying the most dominant neutron and 

γ-ray shapes.  
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Figure 7.20 - 2D histogram of cosine similarities of the datasets to an ideal line (x-axis) and 

ideal square (y-axis). 

 

6a. PSD Method #1 – The most frequent neutron and γ-ray shapes were identified from the 

initial grouping performed in the previous step. The most common neutron signal was the 

multi-step shape (top plot of Figure 7.18b) and for γ-rays, the triangular shape (bottom plot 

of Figure 7.18b). These shapes were used as referent signals for further discrimination. 

6b. PSD Method #2 – The most frequent neutron shapes were identified from the initial 

grouping performed in step 4. As predicted, these were a multi-step (top plot of Figure 

7.18b) and a square (middle plot of Figure 7.18b) shape signal.  

7. PSD Calculation – With all the TCT signals aligned by the start position of the pulse and 

their lengths being the same, a direct comparison to calculate the cosine similarity of the 

two signals was possible using the following equation: 

𝑃𝑆𝐷J(4((3) =	
∑ 𝑠9𝑟9(;)Q06
9S628:2Q06

b∑ 𝑠9*(;)Q06
9S628:2Q06 b∑ 𝑟9*(;)Q06

9S628:2Q06

(7.6) 

8. Discrimination Method Evaluation – Method #1 resulted in an array of cosine similarity 

values PSD_Neutron and PSD_Gamma while method #2 resulted in PSD_Square and 

PSD_MultiStep. For each method a 2D histogram was created at each temperature 

showing the distribution of all signals in the datasets in comparison to the reference signals 

chosen by each method. Two conglomerations of signals were observed, one for neutrons 
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and one for γ-ray pulses. The discrimination quality was then evaluated by a linear 

projection of the 2D histogram along the line of best separation between the two groups. 

A Figure of Merit (FOM) was calculated by first fitting the neutron and γ-ray peaks in the 

linear projection and then applying the following formula: 

𝐹𝑂𝑀 =	
|𝑛V(;2:09) − 𝛾V(;2:09)|
𝑛WXYM + 𝛾WXYM

(7.7) 

 

Using the above procedure, the two datasets were combined and evaluated at each temperature 

setpoint. The 2D histogram displaying the results of step 6 for method #2 for data acquired at 120 

K is illustrated in Figure 7.21. For this method, the two neutron shapes were used as reference 

signals producing 2D histogram with neutron signals located closer to the top right corner of the 

plot while γ-ray signals closer to the center of the plot. The almost complete separation of the 

neutron signals from the γ-ray signals in the plot indicates that a good discrimination was achieved 

using this method. Furthermore, it can also be observed from the plot that most of the neutron 

signals are of the multi-step shape as was statistically expected. 

 

 
Figure 7.21 - 2D Histogram of results obtained with Method #2 at 120 K. 

 

The 2D histograms along with their associate linear projection used to calculate the FOM 

using discrimination method #1 and method #2 at each acquired temperature is presented in Figure 
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7.22 and Figure 7.23, respectively. The plots are organized by temperature, the highest temperature, 

120 K, results are presented in the top left corner of the figure (a), while the lowest, 46 K, in the 

bottom right corner (i). As mentioned above, the 2D histogram presents the similarity on a scale of 

0 to 1 while the linear projection contains arbitrary units, that is, the histogram bin numbers. 

 
Figure 7.22 - PSD Method #1 results presented as 2D histogram (left) and linear projection 

(right) at temperatures a) 120 K b) 110 K c) 100 K d) 90 K e) 80 K f) 70 K g) 60 K h) 55 K and i) 
46 K. 
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Figure 7.23 - PSD Method #2 results presented as 2D histogram (left) and linear projection 

(right) at temperatures a) 120 K b) 110 K c) 100 K d) 90 K e) 80 K f) 70 K g) 60 K h) 55 K and i) 
46 K. 

 

From the above figures it is observed that at higher temperatures two peaks are visible in the 

linear projections, the left peak comprised of γ-ray signals while the right neutron signals. 

However, as the temperature decreases, the neutron peak begins to shift towards the γ-ray peak and 

quickly becomes indistinguishable. This indicates that the discrimination method was ineffective 
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in separating neutrons from γ-ray signals at lower temperatures. As the temperature decreases, so 

does the CCE of the diamond detector resulting in a lower SNR of the TCT pulses. Lower SNR 

means that the noise has a greater impact on the shape of the pulse effectively altering it and making 

it less distinguishable from a γ-ray pulse shape.  

 

Table 7.3 - FOM results for the evaluation of the presented two PSD methods at different 
temperatures. 

Temperature 
FOM 

PSD Method #1 
FOM 

PSD Method #2 
120 0.8971 1.0489 
110 0.7483 0.9493 
100 - 0.4272 
90 - - 

 

The effectiveness of each PSD method can be better evaluated by examining the FOM values 

which are presented in Table 7.3. As was observed by the 2D histograms plots, FOM values could 

only be calculated for higher temperature datasets where a separation between neutron and γ-ray 

signals was observed. Additionally, from the FOM results, it can be concluded that the second PSD 

method employed was more efficient than the first one. However, both discrimination methods do 

not work below 100 K due to the low SNR. The SNR was the limiting factor for successful 

neutron/γ-ray discrimination and as such a lot of attention was dedicated to studying all sources of 

noise and minimizing them. However, the decreases in the CCE of a diamond detector operating 

at cryogenic temperatures was greater than how much SNR could be recovered by the employed 

noise minimization techniques. 

To validate the performance of the developed neutron/γ-ray discrimination methods described 

above, the results were compared to discrimination methods found in literature. However, a direct 

comparison is difficult because of the higher levels of noise present in the dataset acquired in this 

work due to the operation of the cryopump, the accelerator and other support systems. Measuring 

with a diamond detector in a cryostat with a radioactive source greatly reduces the amount of noise 

in the system which increases the SNR. This represents a highly un-realistic environment for the 

operation of diamond-based neutron detectors (μLoM). In real-case scenarios neutron detectors 

(μLoM) would be exposed to various noise resulting from the accelerator’s operation, as well as 
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from the operation of vacuum systems and various support facilities. As was mentioned in the 

previous paragraph, discrimination algorithms are very sensitive to the SNR and their efficiencies 

drop very quickly with lower SNR values. Furthermore, only the data acquired at the highest 

acquired temperature of 120 K can be compared to room temperature values found in literature, as 

lower temperature data does not exist. The highest FOM value achieved with the developed 

algorithms was around 1, while FOM values ranging from 0.8 to 4 were found in literature [69], 

[77], [83], [88], [108]. However, these values were obtained with scintillator detectors and not 

diamond detectors. All articles found in literature which applied PSD algorithms to a diamond 

detector present their performance as a percentage of the total number of neutrons in the dataset 

[75], [76], [84]. A direct comparison to these results is not possible since the total number of only 

neutron events acquired during the experiment is unknown due to the conditions at the RBI neutron 

generator at the time. Future experiments will be performed where the associate alpha particle from 

the neutron reaction is also measured and correlated with events registered by the diamond detector 

to give the exact number of neutrons. Although, this number can be estimated by knowing the 

approximate flux on neutrons generated, the solid angle of the detector and the efficiency of the 

detector, calculating the efficiency of the detector is not trivial as it is neutron energy dependent 

and the error in the calculation would be very large.  
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8 CONCLUSION 

Recent advances in accelerator and fusion technology require a new generation of detectors 

that will be able to meet the requirements of operating in harsh environments reliably. Detectors 

based on single crystal CVD diamond are seen as one possible solution that could meet these 

requirements. As a wide bandgap semiconductor (5.47 eV), with high mobility of charge carriers, 

the ability of applying large bias potential with a very low leakage current, makes diamond suitable 

for a high dynamic range operation from very low to very high rate measurements. Furthermore, 

due to its large atomic displacement energy (43 eV), it is intrinsically radiation hard and therefore 

it can be placed close to the high intensity radiation sources found in accelerators. But most 

importantly, diamond detectors can be intrinsically used as neutron detectors by the possible 

nuclear reactions with the carbon atom for neutrons of 6.2 MeV or higher. Due to these 

characteristics and their compact size, scCVD diamond detectors are prime candidates for BLM in 

large accelerator facilities such as the LHC, IFMIF-DONES and ITER. However, due to the use of 

superconducting magnets in these facilities, detectors that are places close to the beam or plasma 

source must also operate at cryogenic temperatures. 

This work provides an insight into the various aspects of detector development and the current 

state of the art technology level of diamond detectors. Focus was given to the operation of a 

diamond detector at cryogenic temperatures and the problems that arise from utilizing a detector in 

such an environment. An optimized experimental setup was constructed, and methods were 

developed to systematically evaluate the performance of a diamond detector over a wide 

temperature range from 46 K to 295 K. More specifically, two ion beam analysis techniques, IBIC 

and TCT, were used to measure the CCE. Each of the applied analysis techniques required a unique 

signal processing chain and filtering both in the analogue and digital domain. Each component in 

this chain was carefully selected optimized to achieve the highest SNR. The SNR of the 

experimentally acquired data proved to be the key parameter for the evaluation of the detector since 

the performance of the detector dropped drastically towards cryogenic temperatures. CCE profiles 

were collected from 46 K to 295 K for impinging ions of H, He, Li, and C along with neutrons and 

γ-rays. It was found that the performance of the detector degraded at cryogenic temperatures to all 

types of radiation however, with different magnitudes. The CCE decreased to 39.3 ± 0.8 %, 24.7 ± 

0.4 %, 23.6 ± 1.3 %, 25.9 ± 0.8 % and 86.2 ± 0.5 % for H, He, Li, C and γ-rays, respectively. The 

magnitude of the decrease in CCE for neutrons was impossible to evaluate due to neutron signals 
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being indistinguishable from the background noise and γ-rays below 70 K, at which point the CCE 

already dropped by more than 50 %. This highlights one of the main problems which must be 

solved before utilizing diamond detectors as μLoM at cryogenic temperatures, specifically the 

ability to discriminate neutrons from γ-rays. PSD techniques found in literate were applied to the 

datasets of current profiles generated at the detector electrodes and obtained during experiments 

with limited results, as presented. To aid the development of new PSD methods, these current 

profiles were benchmarked against theoretically expected pulse shapes. This provided insight into 

the operation of the detector in real life conditions where the signals shapes are affected not only 

by the type of radiation and front-end electronics, but by the finite electrode size and external 

interference sources as well. It was found that a significant portion of the signals could not be 

successfully discriminated specifically due to these effects as it caused expected neutron current 

profiles to resemble a γ-ray shape. Based on the benchmarked data, two methods for PSD 

neutron/γ-ray discrimination were developed. Both methods were evaluated offline with the 

acquired datasets at various temperatures from 120 K down to 46 K. The performance of each 

method was assessed using the FOM method. Good discrimination was achieved at higher 

temperature where the CCE was higher, however both methods failed when applied to data 

acquired at cryogenic temperatures. 

The main reason that each PSD method failed at cryogenic temperatures was related to the 

very low CCE which results in a very low SNR of the pulse being analyzed, increasing the influence 

of noise on the overall shape of the signal. During this work, it was found that CCE of a diamond 

detector operating at cryogenic temperatures could be increased by the application of higher bias 

voltages. This would increase the generated charge carrier separation speed and decrease their 

probability of entering an exciton state. Due to the limitation of the constructed apparatus, only a 

relatively small increase in the bias voltage, from 1 V/μm to 1.3 V/μm, was possible. However, 

even with this small increase, a higher CCE at cryogenic temperatures was observed which 

translates to a better SNR of the current pulse and therefore higher performance of the PSD 

developed PSD algorithms. A systematic study of higher bias voltages which take advantage of the 

diamonds’ large dielectric strength was identified as one of the main areas requiring further 

research in order to develop μLoM based on diamond detectors, along with the study of the effects 

of radiation damage on the detector performance as well as the influence of very large external 

magnetic fields on the operation the detector. Only after acquiring this knowledge, can a diamond 
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detector be used successfully as a μLoM and its response interpreted correctly in an environment 

such as the one expected in DONES. As this work demonstrates, diamond detectors have 

exceptional qualities, and they can be very beneficial for future fusion and accelerator facilities. 

More development and research are required; however, the pace of progress is very encouraging, 

and a working diamond-based μLoM is not far off.  
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